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This script serves as an introduction to Generative AI and
was developed for the elective module “Generative AI,” offered
to master’s students of the “Data Science” program at the Uni-
versity of Applied Sciences Kiel. Built using quarto, this re-
source is designed to provide an accessible overview of key top-
ics and applications in this rapidly evolving field.

While not an exhaustive guide to Generative AI, the script high-
lights foundational concepts, modern applications, and practi-
cal techniques that empower students to engage with and ex-
plore the possibilities of these transformative technologies.

Contents and learning objectives

Contents listed in the module database entry:

Open Source Language Models

• Overview of model lists
• Ollama
• Generation of synthetic text as training sets

Agent and LLM-Pipeline Systems

• Llamaindex, LangChain & smolagents
• Function calling
• LLM-based pipelines

Embeddings and Vector Stores

• Semantic Search
• Retrieval-augmented generation
• Recommendations

AI Image Generators

• Generative Adversarial Networks (GANs)
• Variational Autoencoders / Diffusion Models
• Generative approaches for image dataset augmentation

Fine-Tuning of LLMs and Diffusion Models

• Examples: LoRA, QLoRA, MoRA
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Learning objectives listed in the module database entry:

Students

• know the fundamentals of generative AI systems.
• know various modern applications of generative AI sys-

tems.
• know the theoretical foundations and practical applica-

tions of generative AI systems.

Students

• are able to explain and apply various open-source lan-
guage models.

• are able to implement and utilize agent systems and their
functionalities.

• are able to understand and use embeddings and vector
stores for semantic search and recommendations.

• are able to explain and practically apply different meth-
ods for image generation.

• are able to fine-tune large language models (LLMs) and
diffusion models for specific tasks.

Students

• are able to successfully organize teamwork for generative
AI projects.

• are able to report and present team solutions for practical
project tasks.

• are able to interpret and communicate the approaches in
technical and functional terms.

Students

• are able to work professionally in the field of generative
AI systems.

• are able to give and accept professional feedback to dif-
ferent topics of generative AI systems.

• are able to select relevant scientific literature about gen-
erative AI systems.

8
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Schedule:

Tab 1: Course schedule

Number:Date:Title: Topics:
1 13.05.Getting

started
with
(L)LMs

Language
Model Basics

Choosing open
source models
Basics of using
open source
models
(Huggingface,
Ollama,
LLM-Studio,
Llama.cpp, …)

2 14.05.PromptingPrompting
strategies
Generation of
synthetic texts

3 20.05.Function
Call-
ing

Code generation
and function
calling

4 21.05.Agent
ba-
sics

Fundamentals
of agents and
chain-of-thought
prompting
Examples of
agent-
frameworks
(Llamaindex,
LangChain &
smolagents)
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Number:Date:Title: Topics:
5 27.05.Embedding-

based
re-
trieval
sys-
tems

Semantic
embeddings and
vector stores

Retrieval
augmented and
interleaved
generation

6 28.05.LLM-
pipelines

7 3.06. AI
im-
age
gen-
era-
tion I

AI image
generator basics

Diffusion
Models and
Variational
Autoencoders
Multimodal
models

8 4.06. AI
im-
age
gen-
era-
tion
II

Generative
Adversarial
Networks
(GANs)

(Generative)
approaches for
image dataset
augmentation
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Number:Date:Title: Topics:
9 10.06.AI

im-
age
gen-
era-
tion
III

Using Open
Source AI image
generation
models

AI image
generators in
agent systems

10 11.06.Finetuning
Ba-
sics

Basics of
Finetuning
strategies

Rank
adap-
ta-
tion

Fundamentals
of High and
Low-Rank
Adaptation of
Language and
Diffusion
Models
(Q)LoRA
fine-tuning
using Unsloth

11 17.06.AlignmentCentral
principles of
Model-
Alignment
Reinforcement
Learning from
Human
Feedback
(RLHF)

12 18.06.Project
pre-
sen-
ta-
tions
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Number:Date:Title: Topics:
27.06.Project

sub-
mis-
sion
on
moo-
dle
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Organizational Details

Planned Class Structure

Each class meeting will follow this structure:

1. Instructional Session: We’ll introduce new concepts
and techniques.

2. Practice Exercise: Students will apply these concepts
through an exercise.

3. Project Worktime: Students will work on their team
projects.

Students will be divided into teams of three at the start of the
course, with projects culminating in a final presentation to the
class. The project grade will count towards your final course
grade.
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Project Details

Projects should allow students to apply what they’ve learned
throughout the course. They must implement an LLM-based
system that includes at least two of the following features:

• Retrieval Augmentation/RAG (i.e., the system should
query documents or other content in an index for its an-
swers and reference the sources of its generation)

• Data Analysis (i.e., the system should “talk” to a dataset
and decide on which analysis-steps are to be taken to then
execute them)

• Multiple Agents (i.e., at least two agents should work
in tandem, for example in a generator-reviewer arrange-
ment)

• Fine-tuning on (Synthetic) Data (i.e., a small LM or SDM
should be finetuned on (synthetic) data to adapt it to
your needs. You could as an example train a model to
only answer in nouns.)

The project should also include function-calling-based interface
(“a tool”) to an AI image generator.

Students are free to choose their project topic, as long as it fits
within the course scope and is approved by the instructor. All
projects must be implemented in Python.

The active participation on the course will be taken into account
before grading. This means that all tasks asking the students
to upload their results to moodle should be completed. If more
than one of the required tasks is missing, the student will not
be graded.

The projects are to be presented in the last session of the course.
The students of each group need to take part in this session.
The presentation will become part of the overall grade. The
presentation can but does not have to be prepared in PPT, any
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other mode of presentation (including a live-demo based on a
nice notebook) is fine.

The project will then be graded based on these contents in
addition to the following criteria:

1. The minimum of components mentioned above have to
be used

2. The more components are used, the better the grade
3. The project-solution has to work.(Since we are talking

about LLMs it does not have to generate perfect results,
the pipeline has to generally work though.)

4. The students have to hand in code the instructors can
run. The code has to be documented. This can be done
either in sensible docstrings, appropriately commented
notebooks or a report. The students can choose the mode.
It is possible and recommended to create a github repos-
itory with the code and the documentation.

Example Project Ideas:

1. LLM Tourist Guide: Uses TA.SH data to provide
travel tips and enhances them with generated images.

2. Quarto Data Presentation Pipeline: Builds and il-
lustrates a Quarto presentation based on a given open
dataset.

3. Synthetic Author: Generates commit-messages based
on commit history/diff. It could also suggest GitHub is-
sues illustrated with AI-generated images.

4. AI Storyteller: Creates illustrated short stories for chil-
dren based on historical events.

5. AI Webdesigner A tool that creates and illustrates a
webpage based on a Amazon product page.

15
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Getting started with (L)LMs

This chapter provides a brief introduction to the history and
function of modern language models, focusing on their practical
use in text generation tasks. It will then give a short introduc-
tion on how to utilize pretrained language models for your own
applications.

Language Model Basics

Language models have diverse applications, including speech
recognition, machine translation, text generation, and ques-
tion answering. While we’ll concentrate on text generation
for this course, understanding the general concept of language
models is crucial. Given language’s inherent complexity and
ambiguity, a fundamental challenge in NLP is creating struc-
tured representations that can be employed downstream. This
section will first explore the evolution of these representations
before introducing the transformer architecture, which forms
the foundation of most modern language models.

A short history of natural language processing

Fig 1: BOW-representation of sentences.

The Bag Of Words (BOW) method represents text data by
counting the frequency of each word in a given document or
corpus. It treats all words as independent and ignores their
order, making it suitable for tasks like text classification, for
which it was traditionally the gold-standard. However, BOW
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has limitations when it comes to capturing semantic relation-
ships between words and gets utterly useless if confronted with
words not represented in the corpus. Additionally, it does not
take into account the order of words in a sentence, which can
be crucial for understanding its meaning. For example, the
sentences “The cat is on the mat” and “The mat is on the cat”
have different meanings despite having the same set of words.

Fig 2: CBOW-representation of corpus.

The Continuous Bag Of Words (CBOW) method extends
traditional BOW by representing words as dense vectors in a
continuous space. CBOW predicts a target word based on its
context, learning meaningful word representations from large
amounts of text data.

Fig 3: Shallow Model using CBOW-Method to predict missing
word.

fastText (Bojanowski et al., 2017), an open-source library devel-
oped by Facebook, builds upon the CBOW method and intro-
duces significant improvements. It incorporates subword infor-
mation and employs hierarchical softmax for efficient training
on large-scale datasets. Even with limited data, fastText can
learn meaningful word representations. fastText and its prede-
cessor Word2Vec are considered precursors to modern language
models due to their introduction of Embeddings, which laid
the foundation for many modern NLP methods. Figure 3 illus-
trates this fastText-architecture1

Language Model Embeddings are learned by predicting the

1Well, kind of. One of the major advantages of fasttext was the intro-
duction of subword information which were left out of this illustration
to save on space. This meant that uncommon words that were either
absent or far and few between in the training corpus could be repre-
sented by common syllables. The display like it is here is far closer to
fasttext’s spiritual predecessor word2vec (Mikolov et al., 2013).
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Fig 4: Model using CBOW-Method to predict missing word.

next word, or, in most cases, the next part of a word in a se-
quence. The utilisation of word-parts instead of whole words
was another invention introduced by fastText (Bojanowski et
al., 2017), that allowed the model to generalize to new, un-
known words when moving to inference. These parts of words
are also called tokens. Embeddings are the representation
the model learns to map the context-tokens to a multiclass
classification of the missing token in the space of all possible
tokens. These embeddings capture semantic and syntactic rela-
tionships between words, enabling them to understand context
effectively. Since these embeddings represent the conditional
probability distribution that language models learn to compre-
hend natural language, they can be reused by other models for
tasks such as text classification or text retrieval. But more on
this later.

Still, these models did not really solve the inherent issue of the
order of words in a sentence. The input of models of this gener-
ation still used a dummyfied version of the corpus to represent
context, which loses a lot of information.

Traditionally, this was approached by feeding these embeddings
into Recurrent Neural Networks (RNNs). These models
could learn to keep track of sequential dependencies in text data
and improve the understanding of context. However, RNNs suf-
fered from their architecture’s inherent inability to retain infor-
mation over long sequences. Simple RNN- cells2 iterate through
a sequence and use both their last output and the next sequence
element as input to predict the next output. This makes it hard
for them to learn long-term dependencies, since they have to
compress all information into one vector (Figure 5)3.

Long Short-Term Memory (LSTM) networks addressed

2And pretty much all of the more complex variants
3This is also (kind of) the reason for the so called vanishing gradient

problem, where each iteration of the network is necessary for calculating
the gradient in the steps before.
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Fig 5: Illustration of a simple RNN-model, (exaggeratingly) il-
lustrating the issue of the model “forgetting” parts of the
input when processing long sequences.
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this issue by introducing a mechanism called “gates” that al-
lowed information to flow through the network selectively and
more efficiently, but were, as the RNNs before, notoriuosly slow
in training since only one word could be processed at a time.
Additionally, a single LSTM is still only able to process the
input sequence from left to right, which is not ideal for inputs
that contain ambiguos words that need context after them to
fully understand their meaning. Take the following part of a
sentence:

The plant was growing

The word plant get’s wildly differing meanings, depending on
how the sentence continues:

The plant was growing rapidly in the sunny corner
of the garden.

The plant was growing to accommodate more ma-
chinery for production.

A model that only processes the input sequence from left to
right would just not be able to understand the meaning of
“plant” in this context.

The ELMo model (Peters et al., 2018), which stands for Embed-
dings from Language Models, is an extension of LSTMs that
improved contextual word representations. ELMo uses bidirec-
tional LSTM layers to capture both past and future context,
enabling it to understand the meaning of words in their sur-
rounding context. This resulted in ELMo outperforming other
models of its era on a variety of natural language processing
tasks. Still as each of the LSTM-Layer were only able to pro-
cess one part of the sequence at a time, it was still unfortunately
slow in training and inference. Its performance additionally de-
creased with the length of the input sequence since LSTM-cells
have a better information retention than RNNs but are still not
able to keep track of dependencies over long sequences.
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Attention is all you need

In their transformative paper “Attention is all you need”,
Vaswani et al. (2023) described the transformer architec-
ture.

As the paper’s title neatly suggests, the major breakthrough
presented in this paper was the introduction of the so-called
self-attention mechanism. This mechanism allows the model to
“focus” on different parts of the input to a) determine the appro-
priate context for each word and b) to improve its performance
on differing tasks by allowing the model to filter unnecessary
information.

Self-Attention Mechanism

The self-attention mechanism relies on three components:
Query (Q), Key (K), and Value (V), inspired by concepts
in information retrieval. Imagine you search for a specific term
in a library (query), match it against the catalog (key), and
retrieve relevant books (value).

In practice, for each word in a sentence, the model calculates:

1. Relevance Scores: Compare each Query vector (Q)
with every Key vector (K) in the sequence using the dot
product. These scores measure how much focus one word
should have on another.

2. Attention Weights: Normalize the scores using a soft-
max function to ensure they sum to 1, distributing focus
proportionally across all words.

3. Weighted Sum: Multiply each Value vector (V) by its
corresponding attention weight to compute the final rep-
resentation.

For example, in the sentence, “The cat sat on the mat,” the
model might assign more attention to “cat” when analyzing
“sat,” capturing their relationship.
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Calculating Attention

For a sequence of words, the attention scores are computed
as:

Attention(𝑄, 𝐾, 𝑉 ) = softmax (𝑄𝐾𝑇

√𝑑𝑘
) 𝑉

where:

• 𝑄 represents the query matrix.
• 𝐾 is the key matrix.
• 𝑉 is the value matrix.
• 𝑑𝑘 is the dimensionality of the key vectors, ensuring scale

invariance.

Let’s first illustrate this concept with a practical example (not
specifically from the context of NLP) to later circle back to its
application in the transformer architecture.

We look at a retrieval task in which we query in a domain that
has 5 attributes describing the items in it. The aforementioned
“lookup” is then implemented by calculating the dot product
between the query and the transposed keys resulting in a vector
of weights for each input-aspect.

As a simplification, we assume that all aspects can be described
in binary terms. A hypothetical 1x5 query matrix (Q) rep-
resents the aspects we are querying in a 5-dimensional space,
while a transposed 1x5 key matrix (K) represents the aspects
of the search space. The dot product between these matrices
results in a scalar that reflects the alignment or similarity be-
tween the query and the key, effectively indicating how many
aspects of the query align with the search space.
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10101 x

1

0

1

1

0

= 2

If we now add a series of items we want to query for to our
matrix 𝐾, the result will be a vector representing the amount
of matches, each item has with our query:

10101 x

10110

00101

11110

11001

00101

= 21321

The result is a vector of scores that indicate the matches of the
query per key. This principle does obviously also work for more
than one query by adding more rows to our Query matrix 𝑄.
This does result in a matrix, in which each row indicates the
amount of matching keys for each query:

10101

00100

10110

00110

00010

x

10110

00101

11110

11001

00101

=

21321

11110

32221

22111

11001

Instead of binary indicators, the 𝑄 and 𝐾 matrices in the at-
tention mechanism are filled with floats. This does still re-
sult in the same kind of matched-key-result, although the re-
sults are now more like degrees of relevance instead of absolute
matches:
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𝑄 × 𝐾𝑇 =

1.661.75−0.861.320.57

0.080.95−1.460.630.82

−0.170.881.74−0.98−0.15

1.761.91−1.53−0.10.24

1.62−1.451.961.79−1.67

x

0.06−0.441.62−0.211.34

0.951.24−0.450.74−1.98

1.33−1.97−1.171.630.45

−0.48−0.26−1.851.89−0.27

1.831.550.561.880.48

=

1.033.670.793.11−1.71

0.165.130.71.04−2.21

3.34−2.24−0.981.39−0.99

0.375.014.1−1.19−1.97

−2.59−9.43−3.262.034.64

As you can already see in this small example, the values of
individual cells can get relatively high compared to the rest of
the matrix. As you remember - we want to use this product to
rank our values. If these numbers are too large, it might lead to
numerical instability or incorrect results. To address this issue,
we will scale down the dot-product by dividing it with √𝑑𝑛,
where 𝑑𝑛 is the dimension of the aspect space (in our case 5).

𝑄 × 𝐾𝑇

√𝑑𝑛
=

0.461.640.351.39−0.76

0.072.290.310.46−0.99

1.49−1−0.440.62−0.44

0.172.241.83−0.53−0.88

−1.16−4.22−1.460.912.07

Since we want to use this matrix for filtering our dataset, we
would prefer the weights to sum up to one. To achieve that, we
will apply a softmax function on each row of the matrix (remem-
ber that the rows currently represent the key-weighted aspects
for each query). The resulting matrix with scaled weights for

25



each aspect is then multiplied with the value-matrix that con-
tains one datapoint in each row, described by 5 aspects along
the columns.

softmax(𝑄 × 𝐾𝑇

√𝑑𝑛
) × 𝑉 =

0.130.410.110.320.04

0.080.690.10.110.03

0.560.050.080.230.08

0.070.530.350.030.02

0.0300.020.220.72

x

−0.6710.7−1.24−1.83

−0.610.711.93−0.91−1.44

−0.41−1.311.041.31−1.13

1.14−0.960.270.77−0.08

−1.840.061.4−1.04−1.21

=

−0.09−0.031.13−0.17−1.01

−0.430.331.55−0.54−1.28

−0.320.260.74−0.53−1.3

−0.51−0.051.47−0.1−1.31

−1.11−0.171.12−0.59−0.97

The result is now an attention matrix in the sense that it tells
us the importance of each value’s aspect for our query. In the
specific example, the forth value seems to be the most impor-
tant aspect for our third query. The crucial advantage is, that
all aspects of all queries can be simultaneously compared with
all aspects of all values without the necessity of sequential pro-
cessing.

Though this general idea of weighting aspects in the sense of self-
attention4 to process a sequence without disadvantages of the
distances of the items was used before (Bahdanau, 2014), the
major contribution of the paper was the complete reliance on
this mechanism without the need of LSTM/RNN parts. That
their suggested architecture works is in part due to the utili-
sation of multiple self-attention layers, each learning its own
weights for 𝑄, 𝐾 and 𝑉 . This allows the model to learn more
complex patterns and dependencies between words in a sen-
tence. You can think of it as allowing the model to focus on dif-
ferent parts of the input sequence at different stages of process-
ing. The outputs of the multiple heads are then concatenated
and linearly transformed into the final output representation
using a series of fully connected feed-forward layers.

This small example is already pretty close to the general
attention-mechanism described by Vaswani et al. (2023) (see

4self in the sense of the model weighting its own embeddings, queries,
keys and values
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also Figure 6), though the actual language model learns its
own weights for 𝑄, 𝐾 and 𝑉 .

Fig 6: Multi-headed attention as depicted in Vaswani et al.
(2023)

Instead of 5x5 matrices, the attenion mechanism as described
in the paper implements 𝑑𝑛 × 𝑑𝑐

5 matrices, where 𝑑𝑛 is the
dimension of the embedding space6 and 𝑑𝑐 is the size of the
context window. In the original paper, Vaswani et al. (2023)
implement the context-window as the same size as the embed-
ding space (i.e., 𝑑𝑛 = 𝑑𝑐). In Figure 7 you can see a brilliant
illustration of the multiheaded-attention mechanism at work.

The implementation of the multi-headed attention mechanism
allowed to solve all major issues of the language modelling ap-
proaches of the previous generation7. It firstly allows the input

5 𝑑𝑛
ℎ × 𝑑𝑐

ℎ actually, the paper used feed-forward layers to reduce the dimen-
sionality of each attention header to reduce the computational cost.

6I.e., the dimensionality used to represent each word’s meaning. In the
previous toy-example illustrating the concept of embeddings (Figure 4),
this would be the width of the hidden layer (8). In the case of trans-
formers, this is usually 512 or 1024. These embeddings are learned
during training and are a simple transformation of the one-hot vectors
returned by the models tokenizer.

7Well, kind of. Transformers are far superior language models due to
their ability to parallely process long sequences without issues with
stretched context - these advantages come at a price though. GPT-
3s training is estimated to have emitted around 502 metric tons of
carbon (AIAAIC - ChatGPT training emits 502 metric tons of carbon,
n.d.). The computational cost of the architecture as described here
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Fig 7: Illustration of the multi-headed attention mechanism.
Taken from Hussain et al. (2024)

of a whole text-sequence at once, rendering the training and
inference far speedier then the recursive approaches. Further-
more, the multi-head attention mechanism allows the model
to focus on different parts of the input sequence simultane-
ously, enabling it to capture more complex relationships be-
tween words and improve its understanding of context without
losing information about long-term dependencies. This mecha-
nism also implicitly solves the bidirectionality-issue since each
word can be taken into account when processsing every other
word in the sequence.

The description until now omitted one final but key detail - we
only spoke about the weight matrices 𝑄, 𝐾 and 𝑉 . Each of
these weight matrices are actually the product of the learned
weights and the input vectors. In other words, each of the three
matrices is calculated as follows:

𝑄 = 𝑋𝑊𝑄
𝐾 = 𝑋𝑊𝑘
𝑉 = 𝑋𝑊𝑣

where 𝑊𝑄,𝑘,𝑣 are the learned weight matrices and 𝑋 is the
input matrix. This input matrix consists of a) the learned
embeddings of the tokenized input-parts and b) the added, so

does additionally scale quadratically with context window size.
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called positional encoding.8

The positional encoding is a vector that encodes the position of
each token in the input sequence. It is added to the embedding
of each token to provide the model with information about the
order of the tokens in the sequence. The positional encoding is
calculated as follows:

𝑃𝐸(𝑝𝑜𝑠,2𝑖) = 𝑠𝑖𝑛( 𝑝𝑜𝑠
10000

2𝑖
𝑑𝑚𝑜𝑑𝑒𝑙

)
𝑃𝐸(𝑝𝑜𝑠,2𝑖+1) = 𝑐𝑜𝑠( 𝑝𝑜𝑠

10000
2𝑖

𝑑𝑚𝑜𝑑𝑒𝑙
)

Where 𝑖 is the dimension and 𝑝𝑜𝑠 is the position. Those 2
formulas are not the most intuitive, what they do is to add a
unique offset to each embedding though, that allows the model
to infer and weigh the token’s positions in the matrix on it’s
own. Figure 8 illustrates the pattern this specific combination
of sin and cos creates for each sequence-position and embedding-
dimension.

These parts alltogether are all building-blocks of the basic trans-
former architecture. As you can see in Figure 9, all parts de-
picted by Vaswani et al. (2023) are parts we have discussed
until now.

The Encoder half uses the embedding -> encoding -> multi-
headed-attention -> feed-forward structure to create a semantic
representation of the sequence. The Decoder half uses the same
structure, but with an additional masked multi-head attention
layer to prevent the model from looking at future tokens. This
is necessary because we want to generate a sequence token by
token.

Figure 10, taken from Kaplan et al. (2020), shows the test
performance of Transformer models compared to LSTM-based
models as a function of model size and context length. Trans-
formers outperform LSTMs with increasing context length.

8While we are talking about omitted details, the whole architecture im-
plements its layers as residual layers. This means that the output of
each layer is added to the input of the layer before, before it is passed
on to the next layer. But this detail is irrelevant for our understanding
of the central mechanism.
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Furthermore, Kaplan et al. (2020) and Hoffmann et al.
(2022) after them postulated performace power-laws (see also
Figure 11) that suggest that the performance of a Transformer
directly scales with the models size and data availability.
Though the task of prediction of natural language poses a
non-zero limit to the performance, it is suggested that this limit
is not reached for any of the currently available models.9

The advances made through leveraging transformer-based ar-
chitectures for language modelling led to a family of general-
purpose language models. Unlike the approaches before, these
models were not trained for a specific task but rather on a
general text base with the intention of allowing specific fine-
tuning to adapt to a task. Classic examples of these early
general-purpose natural language generating Transformer mod-
els are the Generative Pre-trained Transformer (the predeces-
sor of ChatGPT you all know), first described in Radford et al.
(2018), and the “Bidirectional Encoder Representations from
Transformers” (BERT) architecture and training procedure, de-
scribed by Devlin et al. (2019).

9Incidentally, we might run out of data to train on before reaching that
limit (Villalobos et al., 2024).
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Fig 9: The transformer architecture as depicted in Vaswani et
al. (2023)
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Fig 10: Comparison of Transformer- and LSTM-performance
based on Model size and context length. Taken from
Kaplan et al. (2020)

Fig 11: Performance power law for transformer models. Taken
from Kaplan et al. (2020)
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This general-purpose architecture is the base of modern LLMs
as we know them today and most applications we will discuss
in this course.

Choosing open source models

The 2023 release of ChatGPT by OpenAI has sparked a lot of
interest in large language models (LLMs) and their capabilities.
This has also led to an increase in the number of available open-
source LLMs. The selection of a model for your application
is always a trade-off between performance, size, and computa-
tional requirements.

Although Kaplan et al. (2020) showed a relationship between
performance and model-size, the resources available will most
probably limit you to smaller models. Additionally, a lot of
tasks can be solved by smaller models if they are appropriately
fine-tuned (Hsieh et al., 2023).

A good idea when choosing an open source model is to start
small and test whether the performace is sufficient for your use
case. If not, you can always try a larger model later on.

Additionally, it is good practice to check the license of the model
you want to use. Some models are only available under a non-
commercial license, which means that you cannot use them for
commercial purposes.

Thirdly, you should make sure that the model you choose is
appropriate for your use case. For example, if you want to use
a model for text generation, you should make sure that it was
trained on a dataset that is similar to the data you will be
using. If you want to use a model for translation, you should
make sure that it was trained on a dataset that includes the
languages you are interested in. A lot of usecases do already
have benchmark datasets that can be used to pit models against
each other and evaluate there appropriateness for a given use
case based on a few key metrics.

A good starting point for getting an overview about such met-
rics and benchmarks is Hugging Face. This platform has long
cemented itself as the go-to place for getting access to open
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source models, but also provides a lot of resources for evalu-
ating and comparing them. This page provides an overview
of benchmarks, leaderboards and comparisons for a variety of
tasks.

Basics of using open source models

� Task

Now it is your turn! In your project-groups, you will each
have to build a small “Hello World”-style application that
uses an open source model.

1. Choose a small model using the sources we discussed
before.

2. Each group is to use one of the following frameworks

• Huggingface
• Ollama
• LM-Studio from python
• Llama.cpp to load and use the model in your

application.

3. Present your results and your experiences with the
frameworks in a short presentation.

4. Submit your code and report on moodle.

Further Readings

• This quite high-level blog-article about foundational mod-
els by Heidloff (2023a)

• The Attention is all you need-paper (Vaswani et al.,
2023) and the brilliant video discussing it by Umar Jamil
(Vaswani et al., 2023)

• This very good answer on stack exchange that explains
the attention-concept ((https://stats.stackexchange.com/users/95569/dontloo),
n.d.)
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Prompting

Prompting describes the utilization of the ability of language
models to use zero or few-shot instrutions to perform a task.
This ability, which we briefly touched on when we were dis-
cussing the history of language models (i.e., the paper by Rad-
ford et al. (2019)), is one of the most important aspects of
modern large language models.

Prompting can be used for various tasks such as text generation,
summarization, question answering, and many more.

Instruct-tuned models

Instruct-tuned models are trained on a dataset (for an example,
see Figure 1) that consists of instructions and their correspond-
ing outputs. This is different from the pretraining phase of lan-
guage models where they were trained on large amounts of text
data without any specific task in mind. The goal of instruct-
tuning is to make the model better at following instructions
and generating more accurate and relevant outputs.

Fig 1: An example for a dataset that can be used for instruct-
finetuning. This dataset can be found on huggingface
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� Task

Test the difference between instruct and non-instruct-
models.
Do this by trying to get a gpt2-version (i.e.,
“QuantFactory/gpt2-xl-GGUF”) and a small Llama
3.2 Instruct-Model (i.e., “hugging-quants/Llama-3.2-1B-
Instruct-Q8_0-GGUF” to write a small poem about the
inception of the field of language modelling.
Use LM-Studio to test this.

(a) A poem written by Llama 3.2
1B - a model with Instruct-
Finetuning (b) A “poem” written by GPT2

- a model without Instruct-
Finetuning

Fig 2: A poem and a “poem”

Show answer

Prompting strategies

The results of a prompted call to a LM is highly dependent
on the exact wording of the prompt. This is especially true
for more complex tasks, where the model needs to perform
multiple steps in order to solve the task. It is not for naught
that the field of “prompt engineering” has emerged. There
is a veritable plethora of resources available online that discuss
different strategies for prompting LMs. It has to be said though,

37

https://model.lmstudio.ai/download/QuantFactory/gpt2-xl-GGUF
https://model.lmstudio.ai/download/hugging-quants/Llama-3.2-1B-Instruct-Q8_0-GGUF
https://model.lmstudio.ai/download/hugging-quants/Llama-3.2-1B-Instruct-Q8_0-GGUF


that the strategies that work and don’t work can vary greatly
between models and tasks. A bit of general advice that holds
true for nearly all models though, is to

a) define the task in as many small steps as possible
b) to be as literal and descriptive as possible and
c) to provide examples if possible.

Since the quality of results is so highly dependent on the chosen
model, it is good practice to test candidate strategies against
each other and therefore to define a target on which the quality
of results can be evaluated. One example for such a target
could be a benchmark dataset that contains multiple examples
of the task at hand.

� Task

1. Test the above-mentioned prompting strategies on the
MTOP Intent Dataset and evaluate the results against
each other. The dataset contains instructions and labels
indicating on which task the instruction was intended to
prompt. Use a python script to call one of the following
three models in LM-Studio for this:

1. Phi 3.1 mini
2. Gemma 2 2B
3. Llama 3.2 1B

Use the F1-score implemented in scikit learn to evaluate
your results.
2. You do sometimes read very specific tips on how to
improve your results. Here are three, that you can find
from time to time:

• Do promise rewards (i.e., monetary tips) instead of
threatening punishments

• Do formulate using affirmation (“Do the task”) in-
stead of negating behaviours to be avoided (“Don’t
do this mistake”)

• Let the model reason about the problem before giv-
ing an answer
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Check these strategies on whether they improve your re-
sults. If your first instruction already results in near-
perfect classification, brainstorm a difficult task that you
can validate qualitatively. Let the model write a recipe
or describe Kiel for example.
3. Present your results
3. Upload your code to moodle

Generation of synthetic texts

As we discussed before, small models can perform on an accept-
able level, if they are finetuned appropriately.

A good way to do this is to use a larger model to generate
synthetic data that you then use for training the smaller model.
This approach has been used successfully in many applications,
for example for improving graph-database queries (Zhong et al.,
2024), for improving dataset search (Silva & Barbosa, 2024) or
the generation of spreadsheet-formulas (Singh et al., 2024).

Since even the largest LLMs are not perfect in general and
might be even worse on some specific niche tasks, evidence sug-
gests that a validation strategy for data generated in this way
is beneficial (Kumar et al., 2024; Singh et al., 2024).

Strategies to validate the synthetic data include:

• Using a human annotator to label part of the data to test
the models output

• Forcing the model to answer in a structured way that is
automatically testable (e.g., by using JSON)

• Forcing the model to return 2 or more answers and check-
ing for consistency

• Combining the two approaches above (i.e., forcing the
model to return multiple structured outputs (JSON,
XML, YAML, …) and checking for consistency)

• Using a second LLM/different prompt to rate the answers
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� Task

Using your script for batch-testing different prompts, gen-
erate synthetic data for a emotion detection task based
on Paul Ekman’s six basic emotions: anger, disgust, fear,
happiness, sadness and surprise1.
The generated data should consist of a sentence and the
emotion that is expressed in it. Start by generating two ex-
amples for each emotion. Validate these results and adapt
them if necessary. Then use these examples to generate
100 samples for each emotion.
Use one of the above mentioned (non-manual) strategies
to validate the data you generated.
Upload your results to Moodle.

Temperature

You might have encountered eerily similar answers from the
language model, especially in the last task. Talking of it - why
does the model return different answers to the same prompt at
all if we do use pretrained-models in the first place? Shouldn’t
the utilization of the frozen weight-matrix result in the same
answer, every time we run the model with the same input?

Yes, it should. And it does.

Remember that a language model trained on language genera-
tion as we discussed in the first session ends in a softmax-layer
that returns probabilities for each token in the vocabulary. The
generation-pipeline does not just use the token with the high-
est probability though, but samples from this distribution. This
means, that even if the input is identical, the output will be
different every time you run the model.

The temperature parameter controls the steepness of the
softmax-function and thus the randomness of the sampling
process. A higher temperature value results in more random
outputs, while a lower temperature value results in more
“deterministic” outputs. The temperatur, indicated as a float

1Though this nomenclature has fallen a bit out of fashion
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between 0 and 12, is used to modulate the probabilities of
the next token. This is done by adding a 1

𝑇 𝑒𝑚𝑝 factor to the
model-outputs before applying the softmax.

This effectively changes the Sofmax-fomula from

𝑝𝑇 𝑜𝑘𝑒𝑛 = 𝑒𝑧𝑇𝑜𝑘𝑒𝑛

∑𝑘
𝑖=1 𝑒𝑧𝑖

to

𝑝𝑇 𝑜𝑘𝑒𝑛(𝑇 𝑒𝑚𝑝) = 𝑒
𝑧𝑇𝑜𝑘𝑒𝑛

𝑇𝑒𝑚𝑝

∑𝑘
𝑖=1 𝑒

𝑧𝑖
𝑇𝑒𝑚𝑝

Where

• 𝑧𝑇 𝑜𝑘𝑒𝑛 is the output for a given token
• 𝑘 is the size of the vocabulary
• 𝑇 𝑒𝑚𝑝 is the temperature parameter (0 < 𝑇 𝑒𝑚𝑝 <= 1)

The effect of this temperature can be seen in Figure 3.
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Fig 3: The effect of the temperature parameter on the softmax-
output for a given input. The x-axis represents the tem-
perature, the y-axis represents the token-position and
the color represents the probability of the token.

2Depending on the implementation, temperatures above 1 are also al-
lowed. Temperatures above 1 are resultsing in strange behaviours - see
Figure 3.
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Most generation-frameworks do additionally provide a parame-
ter called top_k or top_p. These parameters are used to limit
the number of tokens that can be selected as the next token.
This is done by sorting the probabilities in descending order
and only considering the top k tokens or the top p percent of
tokens.

Temperature is the mayor setting to controll a LLMs “creativ-
ity” though.

� Task

Using the script provided for generating snthetic data, test
the effect of the temperature parameter on the output of
the model.

• Use the same prompt and the same model
• Run the model with a temperature value of 0.1, 0.5,

1.0 and 2.0

Further Readings

• This prompting-guide has some nice general advice
• OpenAI has its own set of tipps
• deepset, the company behind Haystack, has a nice guide

as well
• This blog-article, again written by Heidloff (Heidloff,

2023b)
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Agent basics

What is an agent?

“An AI agent is a system that uses an LLM to decide the control
flow of an application.” (“What Is an AI Agent?” 2024)

In the context of large language models, agents are LLM-based
systems that can solve complex tasks. Imagine asking a ques-
tion like:

“What were the key learnings from the Generative AI
elective module in WiSe 24/25 at FH Kiel?”

Could you just ask an LLM that question and expect a correct
answer?

It is in theory possible, that an LLM could answer that directly,
but only if it was trained on this information, that is, if a text
describing the module exists, is accessible from the web and
was used in training the model. However, usually we can not
expect the LLM to have this knowledge.

Let’s think for a moment how a human would answer that (one
that did not attend the module). We would probably try to
get a copy of the script, maybe we saved the script to our hard
drive or other data storage. Maybe we could search the web for
a description or text version of the module. Having obtained
a copy of the script, we would probably read it. Then, we
would try to distill the information hidden therein, to answer
the question.

So, for our LLM to answer that question, it needs to be able to
perform several tasks:

• Searching the web for relevant documents
• searching in a local file storage or other database
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• Reading and understanding a document
• Summarizing the content of a document
• Answering questions based on the summary of a docu-

ment

This is where agents come into play. Agents are LLM-based
systems that can solve complex tasks by performing several
subtasks in sequence, using an LLM to decide which subtask to
perform next. In our example, the agent would first search the
web for relevant documents, then read and understand them,
summarize them and finally answer the question based on the
summary.

Agent framework

Fig 1: Architecture of the agent framework (LLM Agents – Nex-
tra, 2024)

To facilitate this, an agent system consists of several compo-
nents:

• Agent: the agent core acting as coordinator
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• Planning: Assists the agent in breaking down the com-
plex task into subtasks

• Tools: functions that the agent can use to perform a
specific task

• Memory: used to store information about previous in-
teractions with the agent

We will describe each of them below.

Agent

This is a general-purpose LLM, that functions as the brain and
main decision-making component of an agent. It determines
which tools to use and how to combine their results to solve
complex tasks. The agent core uses the output of the previous
tool as input for the next tool. It also uses an LLM to decide
when to stop using tools and return a final answer. The behav-
ior of the agent and the tools, it has at its disposal, is defined
by a prompt template.

Planning

Planning is the process of breaking down a complex task into
subtasks and deciding which tools to use for each subtask. The
planning module is usually also an LLM, it can be one fine-
tuned to this specific task or receive a specialized prompt. It
uses techniques like chain-of-thought (CoT) prompting to
generate a plan of action (Wei et al., 2023). CoT prompting is
a technique that encourages the model to explain its reasoning
step by step, making it easier for us to understand and eval-
uate its answers. Other strategies include Tree-of-Thoughts
(Long, 2023), (Yao, Yu, et al., 2023), (Hulbert, 2023) or ReAct
(Yao, Zhao, et al., 2023). We will discuss these in more detail
later.

Tools

Tools are functions that the agent can use to perform a specific
task. They can be pre-defined or dynamically generated based
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on the user’s needs. Tools can be simple, such as a calculator,
or complex, such as a web search engine. Tools can also be
other agents, allowing for the creation of multi-agent systems.
In our example, the tools would be a web search engine and
a document reader. Other popular tools are a data store or a
python interpreter.

Memory

Memory is used to store information about previous interac-
tions with the agent. This allows the agent to remember past
conversations and use this information in future interactions.
Memory can be short-term, such as a conversation buffer, or
long-term, such as a database. Memory can also be used to
store the results of previous tool uses, allowing the agent to
reuse them if necessary.

Chain-of-Thought prompting

Chain-of-Thought (CoT) prompting refers to the technique of
giving the LLM hints in the user input on how to solve the
problem step by step, similar to what we did above. In the
original paper, this was used with few-shot prompting (giving
the LLM examples in the prompt), see figure below. But it is
also possible to use it with zero-shot prompting (i.e. without
examples) by invoking the magical words “Let’s think step by
step” (Kojima et al., 2023)1.

1Note that these informations get old fast. Newer LLMs may have this
functionality build in already
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Fig 2: Chain-of-Thought prompting illustrated (Wei et al.,
2023)

Tree of Thoughts

Tree of Thoughts (ToT) is a generalization on CoT prompting.
The papers on ToT are somewhat complex, so we will not dis-
cuss them in detail here. In short, LLMs are used to generate
thoughts, that serve as intermediate steps towards the solution.
The difference to CoT is basically, that several thoughts are
generated at each step, creating a tree-like structure. This tree
is then searched using breadth-first search or depth-first search
until a solution is found. A simplified example is given by (Hul-
bert, 2023):

Imagine three different experts are answering this question.
All experts will write down 1 step of their thinking,
then share it with the group.
Then all experts will go on to the next step, etc.
If any expert realises they're wrong at any point then they leave.
The question is...

ReAct

ReAct (short for Synergizing Reasoning and Acting) is a tech-
nique based on CoT, that updates its reasoning after each step
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of tool use. This allows the agent to react (pun intended) to un-
foreseen results during the step-by-step solution i.e. failed tool
use. The agent can then follow a different chain of thoughts.
This makes it very well suited to tool use. An illustration is
given in the figure below.

Fig 3: Comparison of ReAct with other prompting techniques
(Yao, Zhao, et al., 2023)

Examples of agent-frameworks (Llamaindex,
LangChain & Haystack)

There are a lot of agent frameworks out there. In this mod-
ule we will focus on three of them: LlamaIndex, LangChain
and Haystack. They all have their own strengths and weak-
nesses, but they all share the same basic architecture as de-
scribed above. We will describe each of them below.

• Llamaindex: LlamaIndex is a data framework for your
LLM applications. It provides a central interface to con-
nect your LLMs and your data. It also provides a set of
tools to help you build your own applications, such as a
document reader, a web search engine, a data store, etc.
- LangChain: LangChain is a framework for developing
applications powered by language models. It provides a
set of tools to help you build your own applications, such
as a document reader, a web search engine, a data store,
etc. It also provides a set of agents that can use these
tools to solve complex tasks.
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• Haystack: Haystack is an open source NLP framework
that enables you to build production-ready applications
around LLMs and other models. It provides a set of tools
to help you build your own applications, such as a doc-
ument reader, a web search engine, a data store, etc. It
also provides a set of agents that can use these tools to
solve complex tasks.

� Task

Now it is your turn!
Each group is to use one of the following frameworks to
build a small demo agent:

• Llamaindex combine this approach with this note-
book to make it work with LM Studio.

• Langchain

• Haystack

• (optional) another framework of your choice

1. Set up a local LLM (e.g. using Ollama or LM Studio)
to be used by the agent.

2. Choose a small task for your agent, e.g. answering
questions about a specific topic, summarizing a doc-
ument, etc. (use the one in the respective tutorial)

3. Implement the agent using one of the frameworks
listed above.

4. Present your results and your experiences with the
frameworks in a short presentation.

5. Submit your code and report on moodle.

Further Readings

• This paper compares different planning strategies
• In addition to the websites listed above see also (“Intro-

duction to LLM Agents,” 2023)
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Embedding-based
agent-systems

All agents we discussed until here are using tools that allow
them to use their generated inputs in some way. In most of the
task we want to utilize agents, we do not only want to generate
text but to also inform the generation based on some kind of
existing knowledge base. Examples for these kinds of usecases
include:

• Answering questions about a specific topic (e.g., a com-
pany or product)

• Summarizing a document
• Generating a report based on data

Though most modern LLMs are increasingly capable in answer-
ing basic knowledge-questions, the more comples a topic or the
more relevant the factual basis of an answer is, the more it is
important to base generated answers on actual data.

Semantic embeddings and vector stores

To empower an agent too look up information during its
thought-process, one has to build a tool that allows an agent
to use natural language to retrieve information necessary for
a task. The fundamental principle to do this are so-called
semantic embeddings. These are pretty close to the concept
we introduced when talking about the foundations of LLMs
(see here) and can be understood as a way to map textual
data into a vector space. The main idea is that semantically
similar texts should have similar embeddings, i.e., they are
close in the vector space. Close in this context is meant as
having a reasonibly small distance between them. The go-to
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standard to measure this distance is the cosine similarity,
which has proven usefull enough to be the standard for a range
of semantic retrieval implementations (i.e., they are used in
OpenAI tutorials and in Azure embedding-applications). The
cosine similarity is defined as:

cosine_similarity(𝑢, 𝑣) = 𝑢 ⋅ 𝑣
‖𝑢‖‖𝑣‖ = ∑𝑛

𝑖=1 𝑢𝑖𝑣𝑖

√∑𝑛
𝑖=1 𝑢2

𝑖 √∑𝑛
𝑖=1 𝑣2

𝑖

The rationale here is that sequences with semantically similar
contents should point to similar directions in the high dimen-
sional vector space. See Figure 1 for an illustration of this and
other common similarity concepts seen in semantic retrieval.

As always, there is not the one solution to all problems though
and the applicability of cosine similarity might not be optimal
for your usecase (Goyal & Sharma, 2022; Steck et al., 2024).

Though one could use any kind of (L)LM to calculate embed-
dings for this case1, it is advisable to use models specifically
trained for this purpose. Reimers & Gurevych (2019) proposed
Sentence-BERT which is a simple but effective approach to cal-
culate semantic embeddings. SBERT and similar approaches
are based on a (L)LM that was trained to predict missing words
as we discussed before, resulting in a general representation of
natural language. In the case of the original paper, they used
(among others) the BERT model Devlin et al. (2019) mentioned
before.

The authors then use this to embed a pair of sentences into
one embedding-vector each2, for which some measure of se-
mantic similarity is known. An example for a dataset con-
taining such sentences is the Stanford Natural Language In-
ferenc(SNLI) corpus Bowman et al. (2015) which labels 550k

1And there are approaches to use LLMs to solve this taks i.e., T. Jiang
et al. (2023)

2The original BERT-paper did this by adding a pooling layer before the
task-header that extracted and weighed the context-dependend embed-
ding of the first token. The SBERT paper tried different pooling-
strategies and used a mean over each embedding dimension of the se-
quence.
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(b) Illustration of 4 common similarity concepts seen in semantic re-
trieval: cosine, euclidean, dot product and manhattan. dot prod-
uct and cosine are taking the direction of the vector into account,
while the cosine ignores the length of the vectors and the dot
product does not. Manhattan and euclidean are both measuring
the distance between two points in a vector space, but they do
it differently. Euclidean is the straight line between two points,
while manhattan is the sum of the absolute differences between
the coordinates of the two points.

Fig 1: Illustration of common similarity metrics in semantic
search.
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pairs of sentences as either entailment, contradiction or neutral.
Reimers & Gurevych (2019) then concated the both senteces
embeddings and their element-wise difference into a single vec-
tor which is fed to a multiclass classifier, indicating in which
category the sentences relationship falls. At inference, this clas-
sification head was removed and replaced as the cosine similar-
ity as discussed above. The resulting network is highly effective
in calculating semantic similarities between sentences.

A look at the sbert-website shows that the module has some-
what grown and now does supply a series of learning paradigms
that can be used to efficiently tune a model for your specific use-
case3. As the library has grown, so has the sheer amount of pre-
trained embedding-models in some way based on this architec-
ture that are hosted on huggingface. The MTEB-Leaderboard
is a good strat to search for a model for your application. One
utilization of this model-family, which has already been implic-
itly used in this script, is their very efficient ability to semanti-
cally search for documents. If a model is very good at finding
similar sentences, it can also be very good to find documents
that are very similar to a question.

Look at the example illustrated in Figure 2. The question “why
is the sky blue” embedded with the same model as our 5 docu-
ments stating some facts.

We can then calculate the cosine-similarity between these em-
beddings and return the document, that has the highest simi-
larity to our question.

� Task

Install the sentence-transformer package and download
the climate_fever-dataset.
Choose one model from the MTEB-Leaderboard that you
deem adequatly sized and appropriate for the task
Test the different metrics for the first twenty claims of the
dataset and a question you formulate.
Use the similarity-implementations from

3And this does not have to be expensive. Tunstall et al. (2022) have
shown a highly efficient contrastive learning paradigm that limts the
amount of necessary labels for a ridiuculously small amount of labels.
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Fig 2: Illustration of the usage of embedding-based distances in
retrieval.
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sklearn.metrics.pairwise.

This approach of using a model to embed documents and ques-
tions into a vector space is the basis for the so-called Retrieval
augmented generation.

Retrieval augmented generation

Retrieval augmented generation (RAG) is a framework that
does pretty much do what it says on the tin. You use a retrieval
model to find documents that are similar to your question and
then either return these documents our feed them into a gen-
erative model, which then generates an answer based on these
documents. This process can additionally be wrapped as a tool
to be used by an agent, so that your existing agent can now
also use external knowledge sources to answer questions.

Retrieval does not have to be semantics-based in this context
- all kinds of data sources and databases can be made accessi-
ble for a LLM - we will focus on a purely embbedding based
approach here though.

Although the small example in the last task was working, it
is not really scalable. It was fine for a limited set of exam-
ples, if you want to realistically make a whole knowledge base
searchable, you need to use an appropriate database system.

Vector databases

A vector database is a database that stores vectors and allows
for efficient similarity searches. As can be seen in the db-
engines ranking there has been a surge of interest in this area
recently, with many new players entering the market. From
the plethora of vector databases, these three are examples that
virtue a honorary mention:

1. Chroma - a in-memory database for small applications
that is especially easy to get to run.
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2. Elasticsearch - a well established database that is the
go to system for open source search engines and has re-
cently (and kind of naturally) also branched out into vec-
tor databases.

3. Qdrant - the product of a Berlin-based startup that fo-
cusses on stability and scalability. It can also run in
memory, but does natively support hard drive storage.

The best way to use qdrant is to use docker to run it and the
python sdk to interact with it. Since version 1.1.1, the sdk also
allows to just run the client in memory.

� Task

Install the qdrant-client python-sdk and fastembed.
Create a collection for the claims and one for the evidence
in the climate_fever-dataset. Add the first 200 entries
to each of these collections. Use qdrants fastembemd-
integration to do this.
Test the similarity search on a question you formulate.

RAG

The last step to make this into a RAG pipeline is to use a
generative model to answer the question based on the retrieved
documents.

This means, that we do collect the relevant documents like we
did before, still based on a natural language question, but in-
stead of returning the hits we got from the index, we feed them
into a LLM and ask it to generate an answer based on these
documents. This is where the name retrieval augmented gen-
eration comes from - we use the retrieval step to augment the
generative model with additional information. The diagram in
Figure 3 illustrates this process.
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Fig 3: Illustration of a RAG-system.
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� Task

Implement a RAG pipeline for the climate_fever dataset
using qdrant as vector database and a LLM of your choice
for the summarization.
Try to find a prompt that results in the LLM

a) using the information given
b) not inventing new information
c) referencing the source of the information it uses

Upload your results until here (embedder, database and
summarization) to moodle.

Most agent frameworks provide integrations for a variety of
vector databases.

In terms of llamaindex, there are not just one but two tutorials
on how to get qdrant to integrate into your agent, one from
qdrant for general integration and one from llamaindex.

The pipeline is pretty close to what we discussed until here, it
just uses the llamaindex-typical wrapper classes. See Tip 1 for
an example RAG-system implemented in Llamaindex.

Tip 1: Llamaindex Rag

The first thing in both the Llamaindex and the manual
way of creating a retrieval pipeline is the setup of a vector
database:

from qdrant_client import QdrantClient
from qdrant_client.models import Distance, VectorParams, Batch
DIMENSIONS = 384
client = QdrantClient(location=":memory:")

To store data and query the database, we have to load
a embedding-model. As in the manual way of creat-
ing a retrieval pipeline discussed before, we can use
a huggingface-SentenceTranformer model. But instead
of using the SentenceTransformer class from the sen-
tence_transformers library, we have to use the Hugging-
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FaceEmbedding class from Llamaindex. This model is
entered into the Llamaindex-Settings.

from llama_index.core import Settings
from llama_index.embeddings.huggingface import HuggingFaceEmbedding
embed_model = HuggingFaceEmbedding(model_name="sentence-transformers/all-MiniLM-L12-v2")
Settings.embed_model = embed_model

The next step is to wrap the vector-store into a
Llamaindex-VectorStoreIndex. This index can be used to
add our documents to the database.

from llama_index.vector_stores.qdrant import QdrantVectorStore

vector_store = QdrantVectorStore(client=client, collection_name="paper")

As an example, we will add the “Attention is all you need”
paper. This is how the head of our txt-file looks like:

Attention Is All You Need
arXiv:1706.03762v7 [cs.CL] 2 Aug 2023

Ashish Vaswani∗ Noam Shazeer∗ Niki Parmar∗ Jakob Uszkoreit∗
Google Brain Google Brain Google Research Google Research

avaswani@google.com noam@google.com nikip@google.com usz@google.com

Since we can not just dump the document at once, we will
chunk it in sentences (more about that later). This can
be done like this (ignore the parameters by now, we will
look at them later):

from llama_index.core.node_parser import SentenceSplitter
from llama_index.core import Document

node_parser = SentenceSplitter(chunk_size=100, chunk_overlap=20)

nodes = node_parser.get_nodes_from_documents(
[Document(text=text)], show_progress=False

)
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These documents are then added to our database and
transformed in an index llamaindex can use:

from llama_index.core import VectorStoreIndex

index = VectorStoreIndex(
nodes=nodes,
vector_store=vector_store,

)

This index can already be used to retrieve documents from
the database (by converting it to a retriever).

retriever = index.as_retriever(similarity_top_k=10)
retriever.retrieve('What do the terms Key, Value and Query stand for in self-attention?')

[NodeWithScore(node=TextNode(id_='04c12537-5f33-4d41-a4d4-df30d2aed6e4', embedding=None, metadata={}, excluded_embed_metadata_keys=[], excluded_llm_metadata_keys=[], relationships={<NodeRelationship.SOURCE: '1'>: RelatedNodeInfo(node_id='847f2be4-3799-41b5-80c0-b390298eba24', node_type=<ObjectType.DOCUMENT: '4'>, metadata={}, hash='74e64008cffed21d58edef5058f6cf6b3bc853bf936b83eefb70563168b73c5a'), <NodeRelationship.PREVIOUS: '2'>: RelatedNodeInfo(node_id='22d5c0dc-d921-4790-ac6e-4f6a6d5f336f', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='772c092906000e119c69ad2e5cb90148a6c8b113d54a20fb9d5984d6a9695ee8'), <NodeRelationship.NEXT: '3'>: RelatedNodeInfo(node_id='893d077f-a8ab-4a3f-9765-69ef72d46ec4', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='df269253fe4504ec666a0a40380f9399466c5bd366c7ce6c853ee45b31d4bc84')}, text='of the values, where the weight assigned to each value is computed by a compatibility function of the\nquery with the corresponding key.\n\n3.2.1 Scaled Dot-Product Attention\nWe call our particular attention "Scaled Dot-Product Attention" (Figure 2). The input consists of\nqueries and keys of dimension dk , and\n √ values of dimension dv .', mimetype='text/plain', start_char_idx=11715, end_char_idx=12088, text_template='{metadata_str}\n\n{content}', metadata_template='{key}: {value}', metadata_seperator='\n'), score=0.588352239002419),
NodeWithScore(node=TextNode(id_='c42d8e8c-24ac-447a-8058-d62d198ce9eb', embedding=None, metadata={}, excluded_embed_metadata_keys=[], excluded_llm_metadata_keys=[], relationships={<NodeRelationship.SOURCE: '1'>: RelatedNodeInfo(node_id='847f2be4-3799-41b5-80c0-b390298eba24', node_type=<ObjectType.DOCUMENT: '4'>, metadata={}, hash='74e64008cffed21d58edef5058f6cf6b3bc853bf936b83eefb70563168b73c5a'), <NodeRelationship.PREVIOUS: '2'>: RelatedNodeInfo(node_id='e961df5f-04be-4bf8-bba0-b30b346e6e3e', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='944203475caa494a68b2ca15140cea2278792db8546209bcc538388bf227b57d'), <NodeRelationship.NEXT: '3'>: RelatedNodeInfo(node_id='12962f1d-060f-49d3-9ff9-be2dceb23736', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='46773d9899458459b747af4980832a961621033663b11cb056304074633c0f14')}, text='Self-attention, sometimes called intra-attention is an attention mechanism relating different positions\nof a single sequence in order to compute a representation of the sequence. Self-attention has been\nused successfully in a variety of tasks including reading comprehension, abstractive summarization,\ntextual entailment and learning task-independent sentence representations [4, 27, 28, 22].', mimetype='text/plain', start_char_idx=8003, end_char_idx=8396, text_template='{metadata_str}\n\n{content}', metadata_template='{key}: {value}', metadata_seperator='\n'), score=0.5581949233902119),
NodeWithScore(node=TextNode(id_='893d077f-a8ab-4a3f-9765-69ef72d46ec4', embedding=None, metadata={}, excluded_embed_metadata_keys=[], excluded_llm_metadata_keys=[], relationships={<NodeRelationship.SOURCE: '1'>: RelatedNodeInfo(node_id='847f2be4-3799-41b5-80c0-b390298eba24', node_type=<ObjectType.DOCUMENT: '4'>, metadata={}, hash='74e64008cffed21d58edef5058f6cf6b3bc853bf936b83eefb70563168b73c5a'), <NodeRelationship.PREVIOUS: '2'>: RelatedNodeInfo(node_id='04c12537-5f33-4d41-a4d4-df30d2aed6e4', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='4dc2893909c949675d444324e091b9dcae176eafe0faeb456e4f571f79863ac8'), <NodeRelationship.NEXT: '3'>: RelatedNodeInfo(node_id='e48f428a-1d0f-4830-8aca-82cbf4cd4b67', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='4a7481ff7440b3355d18a8f77fdbcf637903e138a37a44c74d4fd287baf610f2')}, text='We compute the dot products of the\nquery with all keys, divide each by dk , and apply a softmax function to obtain the weights on the\nvalues.\nIn practice, we compute the attention function on a set of queries simultaneously, packed together\ninto a matrix Q. The keys and values are also packed together into matrices K and V .', mimetype='text/plain', start_char_idx=12089, end_char_idx=12415, text_template='{metadata_str}\n\n{content}', metadata_template='{key}: {value}', metadata_seperator='\n'), score=0.5557579023667499),
NodeWithScore(node=TextNode(id_='0146f53a-f1b1-4d80-a333-26746920ab9d', embedding=None, metadata={}, excluded_embed_metadata_keys=[], excluded_llm_metadata_keys=[], relationships={<NodeRelationship.SOURCE: '1'>: RelatedNodeInfo(node_id='847f2be4-3799-41b5-80c0-b390298eba24', node_type=<ObjectType.DOCUMENT: '4'>, metadata={}, hash='74e64008cffed21d58edef5058f6cf6b3bc853bf936b83eefb70563168b73c5a'), <NodeRelationship.PREVIOUS: '2'>: RelatedNodeInfo(node_id='c0f333cd-8860-48e5-b177-649855617c5a', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='c5cea5e4a2c19b51c1912e3fbb06fd9f445f2ab46a888146c9540685c513a907'), <NodeRelationship.NEXT: '3'>: RelatedNodeInfo(node_id='5d433fd9-785b-4f25-b3b0-5cd206b0ca37', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='e52e557964f178c114303403bfab945ce6fc6bc18fbc723bc2c110071beaf965')}, text='• The encoder contains self-attention layers. In a self-attention layer all of the keys, values\n and queries come from the same place, in this case, the output of the previous layer in the\n encoder. Each position in the encoder can attend to all positions in the previous layer of the\n encoder.', mimetype='text/plain', start_char_idx=16021, end_char_idx=16345, text_template='{metadata_str}\n\n{content}', metadata_template='{key}: {value}', metadata_seperator='\n'), score=0.5531707169222685),
NodeWithScore(node=TextNode(id_='22d5c0dc-d921-4790-ac6e-4f6a6d5f336f', embedding=None, metadata={}, excluded_embed_metadata_keys=[], excluded_llm_metadata_keys=[], relationships={<NodeRelationship.SOURCE: '1'>: RelatedNodeInfo(node_id='847f2be4-3799-41b5-80c0-b390298eba24', node_type=<ObjectType.DOCUMENT: '4'>, metadata={}, hash='74e64008cffed21d58edef5058f6cf6b3bc853bf936b83eefb70563168b73c5a'), <NodeRelationship.PREVIOUS: '2'>: RelatedNodeInfo(node_id='71788dae-10dc-4341-8ebd-250a8836bce5', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='f1c9e10879cdc5796376d70528c5ccd9d988818269ef633ea539e6d2df1922d1'), <NodeRelationship.NEXT: '3'>: RelatedNodeInfo(node_id='04c12537-5f33-4d41-a4d4-df30d2aed6e4', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='4dc2893909c949675d444324e091b9dcae176eafe0faeb456e4f571f79863ac8')}, text='3.2 Attention\n\nAn attention function can be described as mapping a query and a set of key-value pairs to an output,\nwhere the query, keys, values, and output are all vectors. The output is computed as a weighted sum\n\n\n 3\n\x0c Scaled Dot-Product Attention Multi-Head Attention\n\n\n\n\nFigure 2: (left) Scaled Dot-Product Attention. (right) Multi-Head Attention consists of several\nattention layers running in parallel.', mimetype='text/plain', start_char_idx=11208, end_char_idx=11712, text_template='{metadata_str}\n\n{content}', metadata_template='{key}: {value}', metadata_seperator='\n'), score=0.5503383930857552),
NodeWithScore(node=TextNode(id_='55481635-fcaa-4e90-9625-9b0c3bfa3109', embedding=None, metadata={}, excluded_embed_metadata_keys=[], excluded_llm_metadata_keys=[], relationships={<NodeRelationship.SOURCE: '1'>: RelatedNodeInfo(node_id='847f2be4-3799-41b5-80c0-b390298eba24', node_type=<ObjectType.DOCUMENT: '4'>, metadata={}, hash='74e64008cffed21d58edef5058f6cf6b3bc853bf936b83eefb70563168b73c5a'), <NodeRelationship.PREVIOUS: '2'>: RelatedNodeInfo(node_id='923d6eec-1ba9-4972-b457-47cc1cb5e5a7', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='534fa8133845bae34a1c58d14d5fe840710190a12c4951fa24b1acaaa4ed8e35'), <NodeRelationship.NEXT: '3'>: RelatedNodeInfo(node_id='ea0b511f-4179-4f64-8e5b-1cf5f6d76404', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='a958edeb1ca826ae9eb259fb9846f6fe7d822b9462583eea56914ae0383170e5')}, text='. . .\n <EOS> <EOS> <EOS> <EOS>\n <pad> <pad> <pad> <pad>\n\n\n\n\n Full attentions for head 5. Bottom: Isolated attentions from just the word ‘its’ for attention heads 5\n Figure 4: Two attention heads, also in layer 5 of 6, apparently involved in anaphora resolution.', mimetype='text/plain', start_char_idx=55980, end_char_idx=56574, text_template='{metadata_str}\n\n{content}', metadata_template='{key}: {value}', metadata_seperator='\n'), score=0.46287885047540767),
NodeWithScore(node=TextNode(id_='04b195bd-26e4-4d8c-afdc-780e96bdd345', embedding=None, metadata={}, excluded_embed_metadata_keys=[], excluded_llm_metadata_keys=[], relationships={<NodeRelationship.SOURCE: '1'>: RelatedNodeInfo(node_id='847f2be4-3799-41b5-80c0-b390298eba24', node_type=<ObjectType.DOCUMENT: '4'>, metadata={}, hash='74e64008cffed21d58edef5058f6cf6b3bc853bf936b83eefb70563168b73c5a'), <NodeRelationship.PREVIOUS: '2'>: RelatedNodeInfo(node_id='c28b6b26-7bbf-4682-9399-a7804be460ae', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='c3ad5697d4d156dd0b4c85c17741ee433c10899ddffbd3575904ce08cd6736de'), <NodeRelationship.NEXT: '3'>: RelatedNodeInfo(node_id='c0f333cd-8860-48e5-b177-649855617c5a', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='c5cea5e4a2c19b51c1912e3fbb06fd9f445f2ab46a888146c9540685c513a907')}, text='3.2.3 Applications of Attention in our Model\nThe Transformer uses multi-head attention in three different ways:\n\n • In "encoder-decoder attention" layers, the queries come from the previous decoder layer,\n and the memory keys and values come from the output of the encoder. This allows every\n position in the decoder to attend over all positions in the input sequence.', mimetype='text/plain', start_char_idx=15478, end_char_idx=15877, text_template='{metadata_str}\n\n{content}', metadata_template='{key}: {value}', metadata_seperator='\n'), score=0.4550194901912972),
NodeWithScore(node=TextNode(id_='d93b8e55-28cb-417e-838a-a22abf7cfbc9', embedding=None, metadata={}, excluded_embed_metadata_keys=[], excluded_llm_metadata_keys=[], relationships={<NodeRelationship.SOURCE: '1'>: RelatedNodeInfo(node_id='847f2be4-3799-41b5-80c0-b390298eba24', node_type=<ObjectType.DOCUMENT: '4'>, metadata={}, hash='74e64008cffed21d58edef5058f6cf6b3bc853bf936b83eefb70563168b73c5a'), <NodeRelationship.PREVIOUS: '2'>: RelatedNodeInfo(node_id='398e22c4-5cd8-42ed-ba1d-43f213413bc2', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='cd837bc3b60f4cff2ab7f296f85515886d65e8ca7c2a3fb9c7b10fb1c6904949'), <NodeRelationship.NEXT: '3'>: RelatedNodeInfo(node_id='e9ffed0b-00f1-4408-bd5d-512f5d05138d', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='d0057b6da67faef5766281c2cae5a165b6e5396059cd7c09222a6d9e77ca985c')}, text='On each of these projected versions of\nqueries, keys and values we then perform the attention function in parallel, yielding dv -dimensional\n 4\n To illustrate why the dot products get large, assume that the components of q and k are independent random\nvariables with mean 0 and variance 1. Then their dot product, q · k = di=1\n P k\n qi ki , has mean 0 and variance dk .', mimetype='text/plain', start_char_idx=14037, end_char_idx=14560, text_template='{metadata_str}\n\n{content}', metadata_template='{key}: {value}', metadata_seperator='\n'), score=0.45141889186813816),
NodeWithScore(node=TextNode(id_='158309a7-9a7a-47e6-ac58-1a4e98eee41b', embedding=None, metadata={}, excluded_embed_metadata_keys=[], excluded_llm_metadata_keys=[], relationships={<NodeRelationship.SOURCE: '1'>: RelatedNodeInfo(node_id='847f2be4-3799-41b5-80c0-b390298eba24', node_type=<ObjectType.DOCUMENT: '4'>, metadata={}, hash='74e64008cffed21d58edef5058f6cf6b3bc853bf936b83eefb70563168b73c5a'), <NodeRelationship.PREVIOUS: '2'>: RelatedNodeInfo(node_id='e4e96748-8e42-4c45-a1b3-3e0b2a179475', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='162e546ee2aace8fdcf9330a044ed33bc46d32219ec57c876b93a1fad69425e7'), <NodeRelationship.NEXT: '3'>: RelatedNodeInfo(node_id='8229d93a-1fb8-492f-9227-2b13658180f7', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='e9431f13405886d724857fa8ba6e9d0bd84affbaf2d35beedeeda36e79d95de8')}, text='4 Why Self-Attention\nIn this section we compare various aspects of self-attention layers to the recurrent and convolu-\ntional layers commonly used for mapping one variable-length sequence of symbol representations\n(x1 , ..., xn ) to another sequence of equal length (z1 , ..., zn ), with xi , zi � Rd , such as a hidden\nlayer in a typical sequence transduction encoder or decoder. Motivating our use of self-attention we\nconsider three desiderata.', mimetype='text/plain', start_char_idx=20488, end_char_idx=20939, text_template='{metadata_str}\n\n{content}', metadata_template='{key}: {value}', metadata_seperator='\n'), score=0.4348473100243987),
NodeWithScore(node=TextNode(id_='721c5981-90a9-4046-a757-4593a362ddf7', embedding=None, metadata={}, excluded_embed_metadata_keys=[], excluded_llm_metadata_keys=[], relationships={<NodeRelationship.SOURCE: '1'>: RelatedNodeInfo(node_id='847f2be4-3799-41b5-80c0-b390298eba24', node_type=<ObjectType.DOCUMENT: '4'>, metadata={}, hash='74e64008cffed21d58edef5058f6cf6b3bc853bf936b83eefb70563168b73c5a'), <NodeRelationship.PREVIOUS: '2'>: RelatedNodeInfo(node_id='a07f95e3-64fb-4637-ac18-4a928541df80', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='b11620062050474b2e5a6317e981c8ad07b227f032ebe169b1cb4f87c8994aa6'), <NodeRelationship.NEXT: '3'>: RelatedNodeInfo(node_id='165241f9-efb1-433a-896b-b6ea61168d3f', node_type=<ObjectType.TEXT: '1'>, metadata={}, hash='559f529f69207d17371f20407b6f1b4691910f9c8a90c9cefbb741e95fbf5de9')}, text='Operations\n Self-Attention O(n2 · d) O(1) O(1)\n Recurrent', mimetype='text/plain', start_char_idx=18618, end_char_idx=18733, text_template='{metadata_str}\n\n{content}', metadata_template='{key}: {value}', metadata_seperator='\n'), score=0.4276254505797798)]

The retriever can then directly be use as a tool to answer
questions about our documents:

from llama_index.core.tools import BaseTool, FunctionTool

def find_references(question: str) -> str:
"""Query a database containing the paper "Attention is all you Need" in parts.
This paper introduced the mechanism of self-attention to the NLP-literature.
Returns a collection of scored text-snippets that are relevant to your question."""
return '\n'.join([f'{round(n.score,2)} - {n.node.text}' for n in retriever.retrieve(question)])

find_references_tool = FunctionTool.from_defaults(fn=find_references)
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This tool can then be added to an agent as we discussed
before:

from llama_index.core.agent import ReActAgent

from llama_index.llms.lmstudio import LMStudio

llm = LMStudio(model_name="llama-3.2-1b-instruct",
base_url="http://localhost:1234/v1",

temperature=0.5,
request_timeout=600)

agent = ReActAgent.from_tools(tools=[find_references_tool],llm=llm, verbose=True)

/home/brede/MEGA/Honorar/Generative AI/script/.venv/lib/python3.10/site-packages/pydantic/_internal/_fields.py:132: UserWarning: Field "model_name" in LMStudio has conflict with protected namespace "model_".

You may be able to resolve this warning by setting `model_config['protected_namespaces'] = ()`.
warnings.warn(

Which can then be used to answer chat-requests:

response = agent.chat("What is the meaning of Query, Key and Value in the context of self-attention?")
print(str(response))

> Running step 062240ab-0d21-4fdb-a603-fb386970c32f. Step input: What is the meaning of Query, Key and Value in the context of self-attention?
Observation: Error: Could not parse output. Please follow the thought-action-input format. Try again.
> Running step 2a291a80-5090-4373-945d-3a647ac2b758. Step input: None
Observation: Error: Could not parse output. Please follow the thought-action-input format. Try again.
> Running step 908425d7-8f06-4830-8585-4ff312b43c45. Step input: None
Observation: Error: Could not parse output. Please follow the thought-action-input format. Try again.
> Running step 543ab12f-e5e7-4a59-b103-b7fc7bd0a3fe. Step input: None
Observation: Error: Could not parse output. Please follow the thought-action-input format. Try again.
> Running step 1b3cb4e3-e976-4420-a489-906b8f6c5776. Step input: None
Thought: Let's break down what Query, Key, and Value mean in the context of self-attention.
Action: Use
Action Input: 'input': "What are the most relevant words for the sentence 'The quick brown fox jumps over the lazy dog'?", 'num_beams': 5
Observation: Error: No such tool named `Use`.
> Running step 1101520e-54ff-42db-b327-d9d902acb957. Step input: None
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Thought: I need to find a way to input the query and parameters into a tool.
Action: Use
Action Input: 'input': "What are the most relevant words for the sentence 'The quick brown fox jumps over the lazy dog'?", 'num_beams': 5
Observation: Error: No such tool named `Use`.
> Running step 47c5a9f6-5055-4f8c-9a3b-49f1db40abcb. Step input: None
Thought: I'm using a different tool to find references. Let me check if it supports finding relevant text snippets for the given query.
Action: find_references
Action Input: 'properties': AttributedDict([('question', "What are the most relevant words for the sentence 'The quick brown fox jumps over the lazy dog'?"), ('num_beams', 5)]), 'required': ['query', 'parameters']
Observation: Error: find_references() got an unexpected keyword argument 'properties'
ValueError: Reached max iterations.
---------------------------------------------------------------------------
ValueError Traceback (most recent call last)
Cell In[10], line 1
----> 1 response = agent.chat("What is the meaning of Query, Key and Value in the context of self-attention?")

2 print(str(response))
File ~/MEGA/Honorar/Generative AI/script/.venv/lib/python3.10/site-packages/llama_index/core/instrumentation/dispatcher.py:311, in Dispatcher.span.<locals>.wrapper(func, instance, args, kwargs)

308 _logger.debug(f"Failed to reset active_span_id: e")
310 try:

--> 311 result = func(*args, **kwargs)
312 if isinstance(result, asyncio.Future):
313 # If the result is a Future, wrap it
314 new_future = asyncio.ensure_future(result)

File ~/MEGA/Honorar/Generative AI/script/.venv/lib/python3.10/site-packages/llama_index/core/callbacks/utils.py:41, in trace_method.<locals>.decorator.<locals>.wrapper(self, *args, **kwargs)
39 callback_manager = cast(CallbackManager, callback_manager)
40 with callback_manager.as_trace(trace_id):

---> 41 return func(self, *args, **kwargs)
File ~/MEGA/Honorar/Generative AI/script/.venv/lib/python3.10/site-packages/llama_index/core/agent/runner/base.py:647, in AgentRunner.chat(self, message, chat_history, tool_choice)

642 tool_choice = self.default_tool_choice
643 with self.callback_manager.event(
644 CBEventType.AGENT_STEP,
645 payload=EventPayload.MESSAGES: [message],
646 ) as e:

--> 647 chat_response = self._chat(
648 message=message,
649 chat_history=chat_history,
650 tool_choice=tool_choice,
651 mode=ChatResponseMode.WAIT,
652 )
653 assert isinstance(chat_response, AgentChatResponse)
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654 e.on_end(payload=EventPayload.RESPONSE: chat_response)
File ~/MEGA/Honorar/Generative AI/script/.venv/lib/python3.10/site-packages/llama_index/core/instrumentation/dispatcher.py:311, in Dispatcher.span.<locals>.wrapper(func, instance, args, kwargs)

308 _logger.debug(f"Failed to reset active_span_id: e")
310 try:

--> 311 result = func(*args, **kwargs)
312 if isinstance(result, asyncio.Future):
313 # If the result is a Future, wrap it
314 new_future = asyncio.ensure_future(result)

File ~/MEGA/Honorar/Generative AI/script/.venv/lib/python3.10/site-packages/llama_index/core/agent/runner/base.py:579, in AgentRunner._chat(self, message, chat_history, tool_choice, mode)
576 dispatcher.event(AgentChatWithStepStartEvent(user_msg=message))
577 while True:
578 # pass step queue in as argument, assume step executor is stateless

--> 579 cur_step_output = self._run_step(
580 task.task_id, mode=mode, tool_choice=tool_choice
581 )
583 if cur_step_output.is_last:
584 result_output = cur_step_output

File ~/MEGA/Honorar/Generative AI/script/.venv/lib/python3.10/site-packages/llama_index/core/instrumentation/dispatcher.py:311, in Dispatcher.span.<locals>.wrapper(func, instance, args, kwargs)
308 _logger.debug(f"Failed to reset active_span_id: e")
310 try:

--> 311 result = func(*args, **kwargs)
312 if isinstance(result, asyncio.Future):
313 # If the result is a Future, wrap it
314 new_future = asyncio.ensure_future(result)

File ~/MEGA/Honorar/Generative AI/script/.venv/lib/python3.10/site-packages/llama_index/core/agent/runner/base.py:412, in AgentRunner._run_step(self, task_id, step, input, mode, **kwargs)
408 # TODO: figure out if you can dynamically swap in different step executors
409 # not clear when you would do that by theoretically possible
411 if mode == ChatResponseMode.WAIT:

--> 412 cur_step_output = self.agent_worker.run_step(step, task, **kwargs)
413 elif mode == ChatResponseMode.STREAM:
414 cur_step_output = self.agent_worker.stream_step(step, task, **kwargs)

File ~/MEGA/Honorar/Generative AI/script/.venv/lib/python3.10/site-packages/llama_index/core/instrumentation/dispatcher.py:311, in Dispatcher.span.<locals>.wrapper(func, instance, args, kwargs)
308 _logger.debug(f"Failed to reset active_span_id: e")
310 try:

--> 311 result = func(*args, **kwargs)
312 if isinstance(result, asyncio.Future):
313 # If the result is a Future, wrap it
314 new_future = asyncio.ensure_future(result)

File ~/MEGA/Honorar/Generative AI/script/.venv/lib/python3.10/site-packages/llama_index/core/callbacks/utils.py:41, in trace_method.<locals>.decorator.<locals>.wrapper(self, *args, **kwargs)
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39 callback_manager = cast(CallbackManager, callback_manager)
40 with callback_manager.as_trace(trace_id):

---> 41 return func(self, *args, **kwargs)
File ~/MEGA/Honorar/Generative AI/script/.venv/lib/python3.10/site-packages/llama_index/core/agent/react/step.py:818, in ReActAgentWorker.run_step(self, step, task, **kwargs)

815 @trace_method("run_step")
816 def run_step(self, step: TaskStep, task: Task, **kwargs: Any) -> TaskStepOutput:
817 """Run step."""

--> 818 return self._run_step(step, task)
File ~/MEGA/Honorar/Generative AI/script/.venv/lib/python3.10/site-packages/llama_index/core/agent/react/step.py:576, in ReActAgentWorker._run_step(self, step, task)

572 reasoning_steps, is_done = self._process_actions(
573 task, tools, output=chat_response
574 )
575 task.extra_state["current_reasoning"].extend(reasoning_steps)

--> 576 agent_response = self._get_response(
577 task.extra_state["current_reasoning"], task.extra_state["sources"]
578 )
579 if is_done:
580 task.extra_state["new_memory"].put(
581 ChatMessage(content=agent_response.response, role=MessageRole.ASSISTANT)
582 )

File ~/MEGA/Honorar/Generative AI/script/.venv/lib/python3.10/site-packages/llama_index/core/agent/react/step.py:437, in ReActAgentWorker._get_response(self, current_reasoning, sources)
435 raise ValueError("No reasoning steps were taken.")
436 elif len(current_reasoning) == self._max_iterations:

--> 437 raise ValueError("Reached max iterations.")
439 if isinstance(current_reasoning[-1], ResponseReasoningStep):
440 response_step = cast(ResponseReasoningStep, current_reasoning[-1])

ValueError: Reached max iterations.

As you can see, the model request ends up with errors.
The model is not powerful enough to answer in the struc-
tured manner we need for the function-calling of the
tool. To circumvent this, we can try a function-calling-
finetuned model:
We can try to solve this issue by using a language model
that is finetuned on function calling:
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fc_llm = LMStudio(model_name="phi-3-mini-4k-instruct-function-calling",
base_url="http://localhost:1234/v1",

temperature=0.2,
request_timeout=600)

agent = ReActAgent.from_tools(tools=[find_references_tool],llm=fc_llm, verbose=True)
response = agent.chat("What is the meaning of Query, Key and Value in the context of self-attention?")
print(str(response))

> Running step 78c0a52b-55fa-4241-ade5-67c0b92b9bf3. Step input: What is the meaning of Query, Key and Value in the context of self-attention?
Thought: (Implicit) I can answer without any more tools!
Answer: In the context of self-attention, "Query", "Key" and "Value" are terms used to describe different components of a neural network architecture. Here's what they mean:
1. Query - The query component is used to retrieve information from memory banks during attention computation. It represents a set of learned parameters that enable the model to focus on specific parts of an input sequence when processing it. In other words, the query function defines how much importance we should give to each part of our input data while computing self-attention weights.
2. Key - The key component is used to determine which parts of the input sequence are most relevant for a particular output location in the model's memory bank. It represents another set of learned parameters that help us identify important features in an input sequence during attention computation. In other words, the key function helps us decide what we should focus on when computing self-attention weights.
3. Value - The value component is used to store the actual data corresponding to each memory bank location in a neural network architecture. It represents our stored knowledge or "memory" that can be retrieved later during attention computation. In other words, the value function holds all of the information we need to compute an output based on self-attention weights.
In summary, query, key and value are components of a neural network architecture used in self-attention that help us focus on specific parts of our input sequence, identify important features within it, and retrieve relevant stored knowledge/memory to compute outputs.
In the context of self-attention, "Query", "Key" and "Value" are terms used to describe different components of a neural network architecture. Here's what they mean:
1. Query - The query component is used to retrieve information from memory banks during attention computation. It represents a set of learned parameters that enable the model to focus on specific parts of an input sequence when processing it. In other words, the query function defines how much importance we should give to each part of our input data while computing self-attention weights.
2. Key - The key component is used to determine which parts of the input sequence are most relevant for a particular output location in the model's memory bank. It represents another set of learned parameters that help us identify important features in an input sequence during attention computation. In other words, the key function helps us decide what we should focus on when computing self-attention weights.
3. Value - The value component is used to store the actual data corresponding to each memory bank location in a neural network architecture. It represents our stored knowledge or "memory" that can be retrieved later during attention computation. In other words, the value function holds all of the information we need to compute an output based on self-attention weights.
In summary, query, key and value are components of a neural network architecture used in self-attention that help us focus on specific parts of our input sequence, identify important features within it, and retrieve relevant stored knowledge/memory to compute outputs.

This model does not run into an issue with the structured
output, it does not try to use the tool anymore though.
One way to try to solve this issue is to adapt the agent-
prompt:

print(agent.get_prompts()['agent_worker:system_prompt'].template)

You are designed to help with a variety of tasks, from answering questions to providing summaries to other types of analyses.

## Tools

You have access to a wide variety of tools. You are responsible for using the tools in any sequence you deem appropriate to complete the task at hand.
This may require breaking the task into subtasks and using different tools to complete each subtask.

You have access to the following tools:
{tool_desc}
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## Output Format

Please answer in the same language as the question and use the following format:

```
Thought: The current language of the user is: (user's language). I need to use a tool to help me answer the question.
Action: tool name (one of {tool_names}) if using a tool.
Action Input: the input to the tool, in a JSON format representing the kwargs (e.g. {{"input": "hello world", "num_beams": 5}})
```

Please ALWAYS start with a Thought.

NEVER surround your response with markdown code markers. You may use code markers within your response if you need to.

Please use a valid JSON format for the Action Input. Do NOT do this {{'input': 'hello world', 'num_beams': 5}}.

If this format is used, the user will respond in the following format:

```
Observation: tool response
```

You should keep repeating the above format till you have enough information to answer the question without using any more tools. At that point, you MUST respond in one of the following two formats:

```
Thought: I can answer without using any more tools. I'll use the user's language to answer
Answer: [your answer here (In the same language as the user's question)]
```

```
Thought: I cannot answer the question with the provided tools.
Answer: [your answer here (In the same language as the user's question)]
```

## Current Conversation

Below is the current conversation consisting of interleaving human and assistant messages.

This we can adapt in the following way:

67



from llama_index.core import PromptTemplate
new_agent_template_str = """
You are designed to help answer questions based on a collection of paper-excerpts.

## Tools

You have access to tools that allow you to query paper-content. You are responsible for using the tools in any sequence you deem appropriate to complete the task at hand.
This may require breaking the task into subtasks and using different tools to complete each subtask. Do not answer without tool-usage if a tool can be used to answer a question. Do try to find a text passage to back up your claims whenever possible. Do not answer without reference if the appropriate text is available in the tools you have access to.

You have access to the following tools:
{tool_desc}

## Output Format

Please answer in the same language as the question and use the following format:

\`\`\`
Thought: The current language of the user is: (user's language). I need to use a tool to help me answer the question.
Action: tool name (one of {tool_names}) if using a tool.
Action Input: the input to the tool, in a JSON format representing the kwargs (e.g. {{"input": "hello world", "num_beams": 5}})
\`\`\`

Please ALWAYS start with a Thought.

NEVER surround your response with markdown code markers. You may use code markers within your response if you need to.
...
## Current Conversation

Below is the current conversation consisting of interleaving human and assistant messages.
"""
new_agent_template = PromptTemplate(new_agent_template_str)
agent.update_prompts(

{"agent_worker:system_prompt": new_agent_template}
)

We can test this new prompt with the same question:
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response = agent.chat("What is the meaning of Query, Key and Value in the context of self-attention?")
print(str(response))

> Running step d5fb46ea-de7a-4e8b-ace7-7ed3ae6a9706. Step input: What is the meaning of Query, Key and Value in the context of self-attention?
Thought: (Implicit) I can answer without any more tools!
Answer: In the context of natural language processing (NLP), "Query", "Key" and "Value" are used as components for a type of neural network architecture called Transformer model. The Transformer model employs self-attention mechanism to improve its ability to process sequential data such as text or audio.
Here's how these terms relate to the model:
1. Query - A query is an input vector that represents the current state of a sequence being processed by the transformer network. It contains information about which words or tokens are currently being attended to, and helps guide the attention mechanism towards relevant parts of the input sequence.
2. Key - The key component in a transformer model refers to a set of learned weights that help determine how much importance should be given to each word or token during self-attention computation. These keys are computed for all words or tokens in an input sequence and they form part of the attention mechanism used by the Transformer network.
3. Value - The value component is responsible for storing information from a specific memory slot corresponding to a particular input token in the transformer model. It represents the output produced when we apply a transformation function on the query vector (which contains contextual information about the current word or token being processed) using learned weights, and then weighted-summed with the key vectors.
In summary, Query, Key and Value are components of a neural network architecture used in Transformer models for NLP that help us process sequential data such as text by guiding attention towards relevant parts of an input sequence, identifying important features within it, and computing outputs based on self-attention weights.
In the context of natural language processing (NLP), "Query", "Key" and "Value" are used as components for a type of neural network architecture called Transformer model. The Transformer model employs self-attention mechanism to improve its ability to process sequential data such as text or audio.
Here's how these terms relate to the model:
1. Query - A query is an input vector that represents the current state of a sequence being processed by the transformer network. It contains information about which words or tokens are currently being attended to, and helps guide the attention mechanism towards relevant parts of the input sequence.
2. Key - The key component in a transformer model refers to a set of learned weights that help determine how much importance should be given to each word or token during self-attention computation. These keys are computed for all words or tokens in an input sequence and they form part of the attention mechanism used by the Transformer network.
3. Value - The value component is responsible for storing information from a specific memory slot corresponding to a particular input token in the transformer model. It represents the output produced when we apply a transformation function on the query vector (which contains contextual information about the current word or token being processed) using learned weights, and then weighted-summed with the key vectors.
In summary, Query, Key and Value are components of a neural network architecture used in Transformer models for NLP that help us process sequential data such as text by guiding attention towards relevant parts of an input sequence, identifying important features within it, and computing outputs based on self-attention weights.

The model still tries to answer without the tool.
Let’s try to ask a more specific question:

response = agent.chat("How does the paper 'Attention is all you need' define the term self attention?")
print(str(response))

> Running step 3c1b3050-f4a0-4b46-9006-366161df0219. Step input: How does the paper 'Attention is all you need' define the term self attention?
Thought: (Implicit) I can answer without any more tools!
Answer: In the paper "Attention Is All You Need", the authors present a novel Transformer model that relies heavily on an attention mechanism to improve its ability to process sequential data such as text or audio. The paper introduces several key concepts related to this mechanism, including the notion of "self-attention".
Self-attention is defined in the paper as follows: given a sequence of input tokens (or words), self-attention enables us to compute contextualized representations for each token by computing attention weights over all other tokens in the sequence. These attention weights reflect how much importance we should give to each token when computing our output representation. In particular, during training, these weights are learned based on the input data itself and can be adjusted dynamically as new inputs come in. The resulting contextualized representations produced by self-attention provide a rich source of information for downstream tasks like language modeling or machine translation.
In the paper "Attention Is All You Need", the authors present a novel Transformer model that relies heavily on an attention mechanism to improve its ability to process sequential data such as text or audio. The paper introduces several key concepts related to this mechanism, including the notion of "self-attention".
Self-attention is defined in the paper as follows: given a sequence of input tokens (or words), self-attention enables us to compute contextualized representations for each token by computing attention weights over all other tokens in the sequence. These attention weights reflect how much importance we should give to each token when computing our output representation. In particular, during training, these weights are learned based on the input data itself and can be adjusted dynamically as new inputs come in. The resulting contextualized representations produced by self-attention provide a rich source of information for downstream tasks like language modeling or machine translation.

Still no dice.
One solution to this problem is to just use a bigger model:
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llm = LMStudio(model_name="llama-3.2-3b-instruct", #3 Billion instead of 1
base_url="http://localhost:1234/v1",

temperature=0.2,
request_timeout=600)

agent = ReActAgent.from_tools(tools=[find_references_tool],llm=llm, verbose=True)

response = agent.chat("How does the paper 'Attention is all you need' define the term self attention?")
print(str(response))

> Running step 9326aba5-48cf-40dd-8b85-b5da82554e5c. Step input: How does the paper 'Attention is all you need' define the term self attention?
Thought: The current language of the user is English. I need to use a tool to help me answer the question.
Action: find_references
Action Input: {'properties': AttributedDict([('question', AttributedDict([('title', 'self-attention definition'), ('type', 'string')]))]), 'required': ['question'], 'type': 'object'}
Observation: Error: find_references() got an unexpected keyword argument 'properties'
> Running step b9bd6255-c348-473e-a031-2fd1e4e74cdf. Step input: None
Thought: The current language of the user is English. I need to use a tool to help me answer the question, but it seems like find_references doesn't support the properties argument.
Action: find_references
Action Input: {'question': "How does the paper 'Attention is all you Need' define the term self attention?"}
Observation: 0.69 - Self-attention, sometimes called intra-attention is an attention mechanism relating different positions
of a single sequence in order to compute a representation of the sequence. Self-attention has been
used successfully in a variety of tasks including reading comprehension, abstractive summarization,
textual entailment and learning task-independent sentence representations [4, 27, 28, 22].
0.52 - . . .
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Full attentions for head 5. Bottom: Isolated attentions from just the word ‘its’ for attention heads 5
Figure 4: Two attention heads, also in layer 5 of 6, apparently involved in anaphora resolution.

0.5 - <EOS>
<pad>

<pad>
<pad>

<pad>
<pad>
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<pad>
Figure 3: An example of the attention mechanism following long-distance dependencies in the
encoder self-attention in layer 5 of 6. Many of the attention heads attend to a distant dependency of
the verb ‘making’, completing the phrase ‘making...more difficult’.
0.5 - Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1].
0.49 - 4 Why Self-Attention
In this section we compare various aspects of self-attention layers to the recurrent and convolu-
tional layers commonly used for mapping one variable-length sequence of symbol representations
(x1 , ..., xn ) to another sequence of equal length (z1 , ..., zn ), with xi , zi � Rd , such as a hidden
layer in a typical sequence transduction encoder or decoder. Motivating our use of self-attention we
consider three desiderata.
0.47 - In the following sections, we will describe the Transformer, motivate
self-attention and discuss its advantages over models such as [17, 18] and [9].

3 Model Architecture

Most competitive neural sequence transduction models have an encoder-decoder structure [5, 2, 35].
Here, the encoder maps an input sequence of symbol representations (x1 , ..., xn ) to a sequence
of continuous representations z = (z1 , ..., zn ).
0.45 - . . .
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sentence. We give two such examples above, from two different heads from the encoder self-attention
Figure 5: Many of the attention heads exhibit behaviour that seems related to the structure of the

0.44 - Operations
Self-Attention O(n2 · d) O(1) O(1)
Recurrent

0.43 - • The encoder contains self-attention layers. In a self-attention layer all of the keys, values
and queries come from the same place, in this case, the output of the previous layer in the
encoder. Each position in the encoder can attend to all positions in the previous layer of the
encoder.
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0.42 - As side benefit, self-attention could yield more interpretable models. We inspect attention distributions
from our models and present and discuss examples in the appendix. Not only do individual attention
heads clearly learn to perform different tasks, many appear to exhibit behavior related to the syntactic
and semantic structure of the sentences.

5 Training

This section describes the training regime for our models.
> Running step ac9c9225-596e-4c84-8e86-1518a4fd7d55. Step input: None
Thought: The current language of the user is English. I was able to retrieve relevant information about self-attention from the paper "Attention is all you Need". It seems that the authors define self-attention as an attention mechanism that relates different positions of a single sequence in order to compute a representation of the sequence.
Answer: Self-attention, also known as intra-attention, is an attention mechanism that computes a representation of a sequence by attending to different positions within the same sequence. It has been used successfully in various tasks such as reading comprehension, abstractive summarization, textual entailment, and learning task-independent sentence representations.
Self-attention, also known as intra-attention, is an attention mechanism that computes a representation of a sequence by attending to different positions within the same sequence. It has been used successfully in various tasks such as reading comprehension, abstractive summarization, textual entailment, and learning task-independent sentence representations.

This is not always feasible though.
Another way to use the retrieval-pipeline is to not give
a weak model the opportunity to mess up the tool call-
ing. This can be implemented by using a query-engine
instead of the retriever. This directly wraps the retrieval
in a LLM-Summarization-Module that only returns sum-
maries.
Doing this, we can use two separate models for each part
of the task - one for the planning and answering and one
for the structured summarization:

query_engine = index.as_query_engine(use_async=False, llm=fc_llm, verbose=True)
response = query_engine.query("What is the meaning of Query, Key and Value in the context of self-attention?")
print(str(response))

In the context of self-attention, "Query" refers to the keys that are used to retrieve relevant information from a sequence. "Key" represents the values associated with each element in the sequence, which determine their importance or relevance. "Value" corresponds to the actual data being processed by the attention mechanism.

Finally an answer we can work with!

� Task
Build a llamaindex-application that allows you
to chat with the climate_fever evidence.
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Document chunking

The examples we looked at until now were all working with
short text-snippets that comforably fit into the context window
of a LLM. If you think about usual usecases for RAG-systems,
this is not the most common case though. Usually, you will have
a base of documents that can span multiple 1000’s of tokens and
you want to be able to answer questions about these documents.
Furthermore, you do not only want to know which document
might be relevant, but ideally also which part of the document
matches your question best.

This is where the process of doctument chunking or document
splitting comes into play. There is a series of possible ap-
proaches to split a document, the most common, so called
naive chunking method, is to use a structural element of
the document though. This means that you parse the docu-
ments into sentences, paragraphs or pages and then use these
as chunks that you individually embed and store in your vector
database. To prevent loss of relevant context when splitting a
document into chunks, it is additionally common to add some
overlap between the chunks. This tries to solve the lost con-
text problem, does however create reduncencies in the data.

An alternative approach is to use semantic chunking. This
means that you split a document into chunks based on their
meaning. Jina.ai explained in a blogpost (Late Chunking in
Long-Context Embedding Models, 2024) their so called “late
chunking” method. which iteratively runs the whole document
through the attention head of the transformer to gain embed-
dings per token, and then averages these embeddings per naive
chunk. This way, the chunks are still structure based but con-
tain semantic information about the whole context.

Another approach to semantic chunking is described on the doc-
pages of LlamaIndex. In their approach to semantic chunking,
an adaptive splitting-rule is used, that splits the documents
based on semantic similarity of sentences. This means that
sentences that are semantically similar are grouped together
into chunks.
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� Task

Implement a document chunking strategy for a book of
your choice from the project_gutenberg dataset.
You can use any approach you like, but you should explain
your choice and why it is appropriate for this dataset.

Query Expansion/Transformation

Until now, we have based our retrieval on the assumption, that
the question the user formulates is a good representation of
their information need. This is not always the case though. Of-
ten, users do not know what they are looking for or they use
synonyms or paraphrases that are not present in the documents.
If the question is not formulated well, or if it is too specific,
the system might not be able to find relevant documents. To
improve the quality of the questions, we can use query ex-
pansion. This means that we take the original question and
expand it with additional information to make it more specific
and to increase the chances of finding relevant documents. This
can be done in multiple ways, one common approach is to use
a generative model to generate multiple queries based on the
original question. Another approach is to use a keyword extrac-
tion algorithm to extract keywords from the question and then
use these keywords to expand the query.

The most basic way to implement a query-expansion is to build
a tool that instructs a LLM to give multiple alternate formu-
lations of the original query. Though this will probably work,
there are more refined methods.

Llamaindex implements two more sophisticated approaches to
transform queries:

1. Hypothetical Document Embeddings (HyDe): A LLM is
instructed to generate a hypothetical document that an-
swers the query. This document is then used to query the
index

2. Multi-Step Query Transformations: After a first execu-
tion of a (complex) query against an index, the answer is
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used to iteratively formulate follow-up questions that are
then executed against the index.

� Task

Implement query expansion for the climate_fever dataset
using llamaindex. This might be helpful.
Experiment with different prompts and temperatures.

Further Readings

• This blogpost by DeepSet gives a good overview of the
concept of RAG

• This blogpost by qdrant about (their) vector store and
its inner workings

References
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Function Calling

Function calling is a technique used in large language models
(LLMs) and AI agents to enhance their capability to provide
more accurate and relevant responses, especially when handling
complex tasks or questions that require specialized knowledge
or external data.

We already got to know function calling in chapter 3 of this
course. There, we introduced agents, that already came with
the ability to call predefined functions. In this chapter, we will
go back to the basics of function calling using LLMs.

Code generation and function calling

The basic idea of function calling is to use an LLM to generate
valid, executable code from the user input. That is, the user’s
input is sent to the LLM, together with a prompt, urging it
to return structured output in a specific format. This output
can then be taken and executed. For this to work properly, of
course, the generated output must be valid code (in our case
python code). There are two approaches for that:

1. Code generation: Here, we ask the LLM to generate
a complete python script from the user input. This ap-
proach has the advantage of being simple and straightfor-
ward, but it can be prone to errors if the LLM does not
fully understand the task at hand or if it makes mistakes
in its code generation. It can also pose a severe security
issue because this approach hinges on running generated
code on your machine.

2. Function calling: Here, we ask the LLM to generate a
function call from the user input. This approach has the
advantage of being more robust and accurate than code
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generation, as it is easier for the LLM to generate a correct
function call than a complete python script. However, it
requires that the functions that can be called are already
defined and that they are properly documented.

Here, we will focus on function calling. Still the challenge is
to get the LLM to generate valid output. There are two main
strategies to facilitate that:

1. using a large, generalized LLM (e.g. GPT-4) with good
prompt engineering and

2. using a smaller model fine tuned to generate function
calls.

Function definition

The first step in using function calling is to define the functions
that the LLM can call. This is done by providing a JSON
schema that describes the name of the function, its arguments
and their types. The JSON schema should be provided to the
LLM in the system prompt. Here is an example: 1

{
"name": "get_current_weather",
"description": "Get the current weather in a given location",
"arguments": {

"location": {"type": "string"},
"unit": {"type": "string"}
}

}

Prompting

The second step is to provide a good prompt. The prompt
should make it clear to the LLM to only generate valid output
and that it should follow the JSON schema. Here is an example
of a prompt that can be used for function calling:

1Note, that this is not an executable implementation but just a description
of the function for the LLM.
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You are a helpful assistant that generates function calls based on user input. Only use the functions you have been provided with.

{function definition as described above}

User: What's the weather like in Berlin?

Assistant: {
"name": "get_current_weather",
"arguments": {"location": "Berlin", "unit": "celsius"}

}

� Task

Try it!

1. Open a notebook and connect to a local LLM using
LM Studio.

2. Define the function get_current_weather as shown
above.

3. Write a prompt that asks the LLM to generate a
function call based on user input.

4. Test the prompt with an example input.
5. Define other functions and try other inputs and see

if the LLM generates valid output.
6. Upload to Moodle.

Challenges, finetuned models and the influence of size

The main challenge is here to get the LLM to generate a valid
answer. This is not always easy, as LLMs are not usually super
safe coders �.

• They can hallucinate functions or arguments that do not
exist.

• They can forget to call a function.
• They can forget to provide all required arguments.
• They can provide the wrong type for an argument.
• They can provide invalid values for an argument.

There are several strategies to mitigate these issues:
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1. Prompt engineering: A good prompt can help to guide
the LLM towards generating valid output. This is espe-
cially true for larger models, as they have a better un-
derstanding of the world and can therefore generate more
accurate responses.

2. Finetuning: Finetuning a model on a specific task can
improve its performance on that task. This is especially
useful for smaller models, as they are less likely to hallu-
cinate functions or arguments that do not exist.

3. Size: Larger models are better at generating valid output
than smaller models. However, larger models are also
more expensive to run and require more computational
resources.

� Task

Test it! (we can do it together, if your hardware does not
allow you to run the model.)
As above, but this time

1. use a very small model (e.g a small Llama model)
2. use a model finetuned for the task (you could try

this one)
3. a larger model (a larger llama in this case)

Agents recap

We introduced agents already back in chapter 3. To give a quick
recap, an agent is a wrapper layer, that takes the user input
and pipes it to an LLM, together with a custom system prompt,
that allows the LLM to answer the user request better. The
agent has several modules at its disposal, the memory, some
tools and a planning tool.

The memory function is what allows chat models to retain a
memory of the past conversation with the user. This infor-
mation is saved as plain text in the memory and given to the
planning module (i.e. the LLM) along with the system prompt
and the current user input.
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The planning module then decides which tools to use, if any, to
answer the user request. The output of the planning module
is a response message containing one or several tool calls (or a
final answer). The agent then executes the tool calls by first
parsing the response, then executing the functions. Based on
the tool outputs, a final answer is generated and sent back to
the user.

React agents

There a several types of agent. Now, we want to fucus on the
ReAct agent introduced by (Yao, Zhao, et al., 2023). The Re-
Act agent is a type of agent that uses the ReAct framework to
solve complex tasks by reasoning in multiple steps. It is based
on the idea of “thought-action-observation” loops. The LLM
is given a task and it generates a thought, which is then used
to decide on an action. The action is executed and the obser-
vation is fed back into the LLM. This process is repeated until
the LLM decides that it has enough information to answer the
question or if the maximum number of iterations is reached.

Llamaindex

LLamaindex is a framework that makes it easy to implement
and use agents. In Llamaindex an agent consists a an agent
runner and an agent_worker. Think of the agent runner as the
agent core in the architecture schematics and the agent worker
as the planning module. The tools are functions implemented
in python that can be executed by the agent worker. Finally,
the memory module consists of a simple text buffer, logging
the conversation history between the user and the agent and
between the agent and the tools.

� Task

Let’s have a look!

1. Open a notebook and connect it with a local LLM
using LM Studio.
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2. Define a function that can be called by the agent
to get the current weather in a given location. (Im-
plement it this time, it doesn’t need to work, just
return random weather)

3. Initialize a ReAct agent using LLamaindex (you can
use this tutorial as the starting point)

4. Have a look at the prompt, the agent gives to the
LLM (you can find it using agent.get_prompts())

5. Discuss the prompt with the group! What does it
do? How does it do it?

6. Ask the agent to tell you the weather in a given
location.

7. Watch in LM Studio how the LLM called by the
agent creates the thought process, function calls and
the final response.

8. Try to break the agent by asking stuff it cannot an-
swer. Be creative. (On one occasion I just said “Hi”
and it went into an infinite loop because it did not
need a tool for that and there wasn’t a “none” tool
�.)

9. Upload to Moodle

Further Readings

On the Llamaindex website on the “examples” page you will
find a lot of helpful material: examples, notebooks, recipes
and more. I recommend to have a look at them! For our case,
check the “agents” section. For an even more in-depth dive, go
to the “workflows” part.

• In this example you find an agent implementation that
returns a step-by-step breakdown of its thought process.

• To go even more low level then that see this example that
will walk you through setting up a Workflow to construct
a function calling agent from scratch.

• Here is a very nice paper about generating structured
output.
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Agent interactions

In this chapter, we want to introduce multi agent systems. As
a starting point, we will talk about LLM as a judge.

LLM as a judge

Before we introduce the concept proper, let us first describe the
problem it tries to solve:

1. We generate text (be it natural language or structured
output) using LLMs.

2. The generated text is not always correct or appropriate
for our use case.

3. We need a way to evaluate the quality of the generated
text.

4. To do this, we have to read it.
5. We don’t have time for this.

The solution to this problem is, of course, to use an LLM to
read and evaluate the text. This is only fair and proper, since
it was an LLM that generated the text in the first place. The
generated evaluation can then be used

• to decide whether to accept or reject the generated text.
• to improve the model itself (e.g., for fine-tuning it on the

generated text and its evaluation).
• to get an LLM to improve the text based on the evalua-

tion.

This approach is called LLM as a judge. It is a system that
uses several calls to one or several LLMs to solve a problem.
As such, it can be implemented as a multi-agent system.

This approach has a number of benefits as well as drawbacks.
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• Benefits:

– The evaluation can be very accurate and fast.
– It is easy to implement.
– It is easy to scale up the number of LLMs used for

evaluation.
– It is easy to use different LLMs for generation and

evaluation.
– It is easy to use different prompts for generation and

evaluation.

• Drawbacks:

– The evaluation can be very expensive, since it re-
quires several calls to the LLM.

– The evaluation can be biased, since it is based on the
LLMs’ own evaluation of itself. Indeed many LLMs
tend to like their own creations.

– The evaluation can be subjective, since it is based
on the LLMs’ interpretation of the prompt.

– The evaluation can be misleading, since it is based
on the LLMs’ interpretation of the generated text,
which may not be the same as the human interpre-
tation. For example, many LLMs seem to prefer long
answers over shorter ones.

A basic multi-agent system

Let us now look at a simple example of a multi-agent system.
We will use the following scenario: We want to generate Anki
flashcards from text.1

To do this, we will build a multi-agent system that consists of
three agents:

1. An Anki card generator that generates Anki flashcards
from the extracted text.

2. A Reviewer, that reviews the generated Anki flashcards
and gives tips on how to improve them.

1The following is loosely based on “Building a Multi-Agent Framework
from Scratch with LlamaIndex” (2024), though I took the liberty to
streamline and simplify the code a bit.
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3. An Editor, that generates a new set of Anki flashcards
based on the reviewer’s feedback.

4. An Orchestrator, that serves as the decision maker, man-
aging the other agents and deciding when to stop.

We could also add more specialized agents, like a fact checker
agent, that checks the generated cards for factual correctness,
a translator that translates either the input text or the gener-
ated cards, or a topic analyzer that breaks down down complex
topics into manageable parts before card generation.

Generator

Let us first implement the Anki card generator. It will take
a text as input and return a card. A system prompt for the
generator could look like this:

You are an educational content creator specializing in Anki flashcard generation.
Your task is to create one clear, concise flashcards following these guidelines:

1. The card should focus on ONE specific concept
2. The question should be clear and unambiguous
3. The answer should be concise but complete
4. Include relevant extra information in the extra field
5. Follow the minimum information principle

Format the card as:
<card>

<question>Your question here</question>
<answer>Your answer here</answer>
<extra>Additional context, examples, or explanations</extra>

</card>

We will use llamaindex to implement the generator.

� Task

You can do it!

1. Open a notebook and connect it with a local LLM
using LM Studio.

85



2. Initialize a generator agent without any tools. Do
not use the ReAct agent this time, a simpler Ope-
nAIAgent will do.

3. Discuss: is it still an agent, if it does not have tools?
Ask an LLM about its opinion on that �.

4. Let it generate cards from the text below.
LLM-as-a-Judge is an evaluation method to as-
sess the quality of text outputs from any LLM-
powered product, including chatbots, Q&A systems,
or agents. It uses a large language model (LLM)
with an evaluation prompt to rate generated text
based on criteria you define.

5. Evaluate the results.

Reviewer

Let us now implement the reviewer. It will take a card as input
and return feedback on how to improve it. A system prompt
for the reviewer could look like this:

You are an expert in educational content creation, specializing in Anki flashcard generation.
You are the Reviewer agent. Your task is to review an Anki flashcard based on the following rules:

1. The card should test ONE piece of information
2. The question must be:

- Simple and direct
- Testing a single fact
- Using cloze format (cloze deletion or occlusion) when appropriate

3. The answers must be:
- Brief and precise
- Limited to essential information

4. The extra field must include:
- Detailed explanations
- Examples
- Context

5. information should not be repeated, i.e. the extra information should not repeat the answer.
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Please give brief and concise feedback to the card you received in natural language.

� Task

Let’s build us a very judgemental robot!

1. In the same notebook, initialize a reviewer as well.
2. Let the reviewer review the cards generated by the

generator. You may find that the reviewer always
thinks the cards are great. This happens a lot. So:

3. Get the reviewer to actually find stuff to improve.

Editor

Let us now implement the Editor agent. It will take a card
and feedback as input and return a new card based on the
feedback. A system prompt for the second generator could
look like this:

You are an expert in educational content creation, specializing in Anki flashcard generation.
You are the Editor agent. Your task is to generate a new Anki flashcard based on the original card and the feedback you received from the Reviewer.
Follow these guidelines:

1. Incorporate the feedback into your new card
2. The new card should still focus on ONE specific concept
3. The question should be clear and unambiguous
4. The answer should be concise but complete
5. Include relevant extra information in the extra field
6. Follow the minimum information principle
7. If no feedback is provided, return the original card
8. Format the card as:

<card>
<question>Your question here</question>
<answer>Your answer here</answer>
<extra>Additional context, examples, or explanations</extra>

</card>
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� Task

You have been edited!

1. In the same notebook, initialize the editor as well.
2. Let the editor generate new cards based on the feed-

back from the reviewer.
3. Get the editor to actually generate something that is

different from the generators version! (Play around
with models, prompts and/or input text. In this ex-
ample, this only worked for me when using a weaker
model as a generator and a larger one as reviewer
and editor.)

Orchestrator

While we’re at it, we can implement the orchestrator as well.
Let us think for a moment what the orchestrators job should
be. Its task should be decision making. That is, it’s the orches-
trators job to decide which of the other agents to call next. It
is also responsible for deciding whether the job is finished or
not, i.e. whether to call any more agents. In terms of input and
output, the orchestrator should get a current state of affairs
along with the current chat history and output a decision. So
the output can be one of the other agents or a stop signal.

An example prompt for our case would be:

You are the Orchestrator agent. Your task is to coordinate the interaction between all agents to create high-quality flashcards.

Available agents:
* Generator - Creates flashcards
* Reviewer - Improves card quality
* Editor

Decision Guidelines:
- Use Generator to create cards
- Use Reviewer to generate feedback
- Use Editor to improve cards based on feedback.
- Choose END when the cards are ready
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Output only the next agent to run ("Generator", "Reviewer", "Editor", or "END")

Workflow

Now, all we have to do is integrate our agents into a pipeline.
The basic idea is to call the orchestrator at each step and let it
decide which agent to call next or wether to stop. For this, the
agent will need an understanding of the basic state of affairs
and the past interaction. This is easily implemented like this:

state = {
"input_text": text,
"qa_card": "",
"review_status": "pending",
"edit_status": "pending"
}

memory = ChatMemoryBuffer.from_defaults(token_limit=8000) # using LLamaindex here

The memory can be read using the memory.get() method.

Then we define our workflow as an iterative process. Below is
a piece of pseudocode illustrating the basic idea:

# pseudocode
initialize:

generator
reviewer
editor
orchestrator
state
memory

while true
send state and memory to orchestrator -> response
if response == "end"

stop
if response == "generator"

send input text to generator -> card, change state and memory
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(same for the other agents)
return state

� Task

Time to play!

1. In the same notebook, initialize the orchestrator as
well.

2. Implement the workflow shown above in real code.
3. Watch happily as it all works without any issues

whatsoever.
4. Upload to Moodle.

What we did not cover but what would be a great idea:

• Right now, we just assume that generator and editor re-
turn valid output. It would be better to build an auto-
mated check using a pydantic class for that.

• We let the orchestrator agent decide for how long this pro-
cess lasts. <sarcasm>I cannot imagine that leading to
problems under any circumstances.</sarcasm> It would
be better to give it a timeout or maximal number of iter-
ations.

Constitutional AI Tuning

One application of a multi-agent system is Constitutional AI.

Constitutional AI (Constitutional AI with Open LLMs, n.d.)
is a method for fine-tuning language models that allows us to
specify constraints and rules that the model should follow. It
is based on the idea of a “constitution” that specifies the rights
and duties of the model. The constitution is then used to guide
the model’s behavior during training and inference. This is
done by adding an additional loss term to the training objective
that penalizes the model for violating the constitution. The
constitution can be specified in a variety of ways, including
natural language, formal logic, or programmatic code.
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Constitutional AI has been used to improve the safety and relia-
bility of language models in a variety of applications, including
chatbots, question-answering systems, and text generation. It
has also been used to improve the fairness and transparency
of language models by specifying constraints on the types of
information that they can access or generate.

Fig 1: Illustration of the CAI training process (from Constitu-
tional AI with Open LLMs (n.d.))

The basic idea is to define a “Constitution” that specifies the
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rules and constraints that the model should follow. These could
be rules like

1. The model should not generate harmful or inappropriate
content,

2. The model should not engage in offensive or derogatory
behavior,

3. The model should not disclose sensitive information about
users without their consent, etc.

The way it works is as follows:

1. A malicious user sends a prompt to the model. The
prompt may be designed to elicit harmful or inappropri-
ate behavior from the model, such as “how can I build a
bomb?”. The model, being a helpful AI agent, generates
a response that violates its constitution. For example, it
might provide instructions for building a bomb.

2. The model is asked if its answer violates the constrains
defined in its constitution. In our case, we might conclude
that bomb building instructions can indeed lead to harm
and thus violate the constitution.

3. The model is asked to revise its answer based on the con-
stitution. In this case, it might generate a response like
“I’m sorry, but I cannot assist with that request as it goes
against my programming.” While we could stop here and
use the revised response as our final output, we can also
take this one step further:

4. Create a training set from the original prompt, the origi-
nal answer, the constitution, and the revised answer. This
training example can then be used to fine-tune the model
so that it learns to avoid violating the constitution in the
future.

This technique was used, for example, in the training of the
“Claude” model (Constitutional AI, n.d.).

Further Readings

• Here is a video describing other multi-agent systems, in-
cluding an agent hospital and a multi-agent translator

92

https://www.youtube.com/watch?v=ewLMYLCWvcI
https://arxiv.org/abs/2405.02957
https://arxiv.org/html/2405.11804v1


References

93



Image Generation

94



AI image generation

This and the following chapters will focus on the topic of AI
image generation. This is a very broad field, so we will start
with some basics and then move on to more specific topics. We
will also try to give an overview of the current state of the art
in this field.

AI image generator basics

You can not talk about the history of AI image generation
without talking about GANs (Goodfellow et al., 2014). To
have a nicer chunking of the courses contents though, we will
talk about them in the chapter Chapter and focus on more
recent approaches here. GANs are the architecture behind the
page thispersondoesnotexist.com and its clones.

DALL-E

The reigning position of GANs as the de-facto standard for
AI image generation was challenged by the release of DALL-
E by OpenAI in January 2021. DALL-E is a text-to-image
model, which means that it can generate images based on a
text description.

This model was trained on a dataset containing image-caption
pairs in two parts:

1. A Variational Autoencoder (VAE)1 to compress the image
data into a latent space. This means, that each image was

1Since the latent space these images are compressed to is of a defined set
of classes, the authors call the model a discrete VAE which makes a lot
of sense.
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compressed into a 32x32 grid, for which each grid cell was
encoded as a discrete probability distribution with 8192
dimensions. This latent “token”-space is, although the
architecture is pretty different, quite close to what our
text-transformers outputted in the MLM-task.

2. A Transformer to learn the relationship between text-
captions and the latent space. This was done by encoding
images using the pretrained VAE und argmax choosing
the 32x32-token-representation of the image. The text-
captions were limited to 256 tokens and concatenated
with the 1024-dimensional image-tokens. The model is
then trained to predict the next token in the sequence,
which is either a text or an image token, similarly to the
learning-paradigm we discussed when talking about the
transformer-training.

The resulting 1024 image-tokens can then be fed into the
decoder-Block of the VAE to generate an image. An illustra-
tion of the training-process can be seen in Figure 1.

Fig 1: Illustration of the DALL-E-
VAE (A) and Illustration of the whole
DALL-E-Stack (B). Both images are
taken from Abideen (2023).

CLIP

Close to the release of DALL-E, the team at OpenAI did also
publish CLIP (Radford et al., 2021). The paper, which in-
troduced a contrastive2 method to learn visual representations
from images and text descriptions, bridged the gap between
image and text embeddings. This contrastive principle is illus-
trated in Figure 2.

A matrix of all combinations of images and text descriptions
is created. The model then learns to predict the correct image
for a given text description and vice versa. This is done by
encoding both the image and the text into a vector space, which
is then used to calculate the similarity between the two vectors.
to do this, both a vision- and a text-transformer are trained as
encoders to maximize the cosine similarity between the encoded
image and text for each pair in the matrix and minimizing it
for all other pairs. The authors also show that this method can

2Contrastive also being the namesake of the method (Contrastive
Language-Image Pre-training)
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Fig 2: Illustration of the contrastive learning paradigm used in
CLIP, taken from Radford et al. (2021)

be used to transfer the learned representations to other tasks,
such as zero-shot classification.

Diffusion Models

Though models like DALL-E and CLIP represented significant
milestones in the journey of text-to-image generation, the field
continued to evolve rapidly, leading to the advent of Stable
Diffusion. This evolution was partly inspired by the need for
more control over the generation process and a desire for higher-
quality outputs at lower computational costs.

The GAN-architecture (first published in 2014) was the de-facto
standard for quite some time and though the central principle
of their successors diffusion models was published in 2015 (Sohl-
Dickstein et al., 2015), it took until 2020 for them to beat GANs
on most benchmarks (Dhariwal & Nichol, 2021).

The diffusion model’s central principle is training on a sequence
of gradually noised images. This process involves systematically
adding noise to an image over a series of steps, progressively
transforming the original image into pure noise. The model is
trained to reverse this process by predicting the noise added to
each image, based on the current step in the noising sequence
and the noisy image itself.

This step-by-step noise addition serves two main purposes:
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• Gradual Complexity: By progressively corrupting the
image, the model can learn to reverse the process in man-
ageable steps, leading to a better understanding of how
to reconstruct data at each stage.

• Mathematical Framework: This approach aligns with
the stochastic differential equation (SDE) framework, en-
abling the model to map the noise distribution back to
the original data distribution iteratively.

This approach, rather than predicting the denoised image di-
rectly, also offers practical advantages: it allows for efficient
parallelization during training since the noise is parameterized
by a scheduler and can be applied dynamically. This stepwise
noise-addition is visually represented in Figure 3.

Fig 3: Illustration of the diffusion process. The first row shows
a 2-d swiss roll gradually getting more noisy, the sec-
ond row shows the corresponding outputs of the diffusion
model. Image taken from Sohl-Dickstein et al. (2015).

Rombach et al. (2022) build upon this principle when suggest-
ing their Latent Diffusion Model architecture and introduced a
few key innovations to achieve their state-of-the-art results:

• They introduce a method called latent diffusion, which
allows them to generate high-resolution images more ef-
ficiently by operating on a lower-dimensional representa-
tion of the image data. This is achieved by using an
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autoencoder (VAE) to compress the original image into a
smaller latent space and then applying the diffusion pro-
cess to this compressed representation. This process is
built on work by Esser et al. (2021) and is conceptually
similar to the dVAE-approach utilized by DALL-E.

• They use a denoising diffusion probabilistic model
(DDPM) as the fundamental generation process for their
architecture, which allows them to generate high-quality
images with fewer steps compared to previous methods.
This DDPM model is implemented as a time-conditional
UNet.

• To improve the quality of generated images and reduce
artifacts, they integrate a cross-attention mechanism into
the UNet architecture. This mechanism conditions the de-
noising process directly on the input text embeddings, al-
lowing the diffusion process to generate images that align
better with the given text prompt.

To improve the results on inference, they additionally utilize
classifier-free guidance (Ho & Salimans, 2022), a technique
where the model is run once with the prompt (“conditional
on the prompt”) and once with an empty pseudo-prompt
(“unconditional”). A weighted combination of the conditioned
and unconditioned predictions is used to enhance the alignment
with the text prompt while preserving image quality. This is
done using the following formula:

Guided Prediction = Unconditioned Prediction+𝑤⋅(Conditioned Prediction−Unconditioned Prediction)

Where 𝑤 is the weight with which the conditioned prediction
is preferred over the unconditioned one.

This architecture has been widely adopted and is used as a
foundation3 for many state-of-the-art text-to-image models, in-
cluding Stable Diffusion, as well as DALL-E 2.

3Or at least as an orientation.
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Fig 4: Illustration of the Latent Diffusion Model architecture.
Image taken from Rombach et al. (2022)

� Task

Test out a SD-model!
Use the colab-Notebook you can find here to test out
Stable Diffusion using the huggingface diffusers-module
and generate some images.

1. Print out the model architecture and try to map the
components of the model to the description above.

2. Generate some images using different prompts, guid-
ance_scales and seeds. What do you observe?

3. There are many pages with tips on how to “cor-
rectly” prompt SD-models to improve their perfor-
mance. Find one and test the described tips out.
What do you find?

4. Test the num_inference_steps-parameter. How
does it affect the quality of the generated image?

Multimodal Models

So called multimodal models are models that are trained to fit
one latent distribution for multiple modalities. This means that
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instead of only using the image encoder and decoder with some
kind of informed diffusion model to generate images in between,
encoders and decoders for multiple modalities are trained to
map onto the same latent space. This results in a family of
models that can take inputs in multiple modalities and create
outputs in a similar fashion. There are different approaches to
solve this task, of which two will be discussed in the following
section

Unidiffuser

One of the first multimodal models is Unidiffuser, an archi-
tecture described in Bao et al. (2023). The architecture is
illustrated in Figure 5.

Fig 5: Illustration of the Unidiffuser architecture. Image taken
from Bao et al. (2023)

The model is based on a transformer-encoder and decoder that
are trained to map inputs of multiple modalities onto the same
latent space. In the text-image implementation, there are two
encoders and two decoders. The image encoder consists of two
parts. One is the VAE-encoder from Stable Diffusion, which
maps the input image into a lower dimensional representation.
This is appended by the CLIP-image-embedder described in
Radford et al. (2021). The text gets also encoded by the CLIP-
trained model used in Stable Diffusion.
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For image-decoding, the Stable Diffusion VAE-decoder is used
to map the latent space back into an image. For text-decoding,
a GPT-2-based (Radford et al., 2019)model is finetuned to
take the latent space embeddings as a prefix-embedding and
to autoregressively generate text. During finetuning, the CLIP-
embeddings were held constant and only the GPT-2-parameters
were updated. This means that the already defined latent space
learned by the CLIP-model is used to map the GPT-2 decoder
onto it.

These embeddings are then used to train a U-ViT (Bao et al.,
2022) model, which takes the concated time-step-tokens, noised
text- and image-embeddings as input-tokens and outputs the
estimated noise-vector for the denoising process.

� Task

Use the same colab-notebook as before to test out Unid-
iffuser using the huggingface diffusers-module and gen-
erate some images and text.
Try the tips you tested on the basic SD-model and test
whether the model accurately generates descriptions for
your generated images.
Present your results of both tasks to the course and upload
your adapted notebook to moodle.

Llama 3.2

Llama 3.2 introduced image-understanding to the Llama-model
family. Similarly to the decoder-training in the unidiffuser case,
this was done by mapping existing embeddings onto a new la-
tent space. Instead of finetuning a part of the model on a
constant other embedding though, Meta describes a slightly dif-
ferent approach in their launch-blogpost (“Llama 3.2,” n.d.).

They describe a procedure in which they use both a pretrained
image encoder as well as a fixed pretrained language model.
The embeddings of both models are aligned using a special
third adapter model, that builds on multiple cross-attention
layers to map the encoded image onto the language models text-
embedding space. The encoder and adapter were then trained

102



using image-text pairs to correctly generate the text-labels for
the images.

Further Reading

• This blogpost about the reparametrization trick

• This Medium-article about how the first DALL-E worked

• The tutorial-paper by Doersch (2021) about the intuition
and mathematics of VAEs

• Computerphile did some very nice videos about SD and
CLIP

References
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AI image generation II

In AI Image Generation I we mentioned GANs without going
into details. In this chapter, we will take a closer look at them.
We will also briefly touch on image augmentation.

Generative Adversarial Nets (GAN)

Generative Adversarial Nets, as first proposed by Goodfellow
et al. (2014), are a class of generative models that can be used
to generate new data samples from a given dataset. They con-
sist of two components: a generator and a discriminator. The
generator takes random noise as input and tries to produce
realistic-looking data samples, while the discriminator takes
data samples as input and tries to distinguish between real
and fake samples. The generator and discriminator are trained
simultaneously in a game-theoretic framework, with the goal of
minimizing the difference between the distribution of real and
fake samples. To use the authors own words:

“The generative model can be thought of as analo-
gous to a team of counterfeiters, trying to produce
fake currency and use it without detection, while
the discriminative model is analogous to the police,
trying to detect the counterfeit currency. Competi-
tion in this game drives both teams to improve their
methods until the counterfeits are indistiguishable
from the genuine articles.”

While the rest of the paper goes into mathematical depth and
is not really recommendable for the casual reader, the basic
concept behind it is surprisingly simple. The following figure
illustrates the concept:
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Fig 1: GAN architecture shown here for a model trained on the
MNIST dataset, from PyTorch� GAN Basic Tutorial for
Beginner (n.d.)

The generator is usually fed with noise, that is then transformed
into a latent space, comparable with the embeddings, we talked
about earlier. This latent vector is then passed through the
generator network to generate an image. So, in this framework,
the generator is analogue to the decoder of a VAE and the
discriminator is analogue to the encoder, transferring the input
data into a latent space and then using a classification head to
decide whether the input is real or fake.

Usually, GANs make heavy use of convolutional neural net-
works (CNN) in both the generator and discriminator part, but
in principle they can use any architecture. Additionally, while
they were developed in the context of image generation, they
are not limited to this domain and have been used for text
generation as well.

Challenges

While GANs have shown promising results in various applica-
tions, they also come with their own set of challenges. Some of
these include:

• They tend to be unstable in training, often requiring care-
ful tuning of hyperparameters and training techniques to
achieve good performance. One possible solution is to
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first train on smaller images and then later in the train-
ing process scale up the size of the images.

• If the discriminator is too bad early on, a situation can
emerge where, by accident, one or a few classes of pos-
sible generated output perform better than others. This
can lead to mode collapse, where the generator only
produces samples from this class and ignores all other
classes. In the example of the MNIST dataset, it could
learn to only produce images of the number 5. In the
original paper, this is referred to as the “helvetica sce-
nario”.1 To avoid mode collapse, often the discriminator
is trained more often then the generator to make it better.
However, this can lead to the following problem.

• The generator and discriminator can get stuck in a state
where the generator produces low-quality samples that
are easily distinguishable from real data, while the dis-
criminator becomes too good at distinguishing between
real and fake samples. In this case, it will be very hard
for the generator to improve its performance over time.
This is often referred to as vanishing gradients. To avoid
this, techniques like Wasserstein GANs (WGAN) have
been proposed, which use a different loss function that
can help stabilize training and prevent mode collapse.

• They can be computationally expensive to train, espe-
cially when dealing with high-dimensional data such as
images.

Variants of GANs

There are many variants of GANs that have been proposed in
the literature to address some of these challenges and improve
their performance. Some examples include:

• Deep Convolutional Generative Adversarial Networks
(DCGAN), which use convolutional layers in both the
generator and discriminator to generate high-quality
images.

1Apparently, this is a reference to a british parody science show, see here.
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• Wasserstein GAN (WGAN), which uses the Wasserstein
distance as a loss function instead of the traditional cross-
entropy loss to improve stability and convergence proper-
ties.

• StyleGAN, which uses a novel architecture that allows for
fine-grained control over the style and content of gener-
ated images. It also introduces a new technique called
style mixing, which allows for the creation of new styles
by combining existing ones.

• BigGAN, which uses a large batch size and spectral nor-
malization to improve stability and convergence proper-
ties.

• Progressive Growing GAN (PGGAN), which gradually
increases the resolution of generated images over time to
improve quality and stability.

• CycleGAN, which uses a cycle consistency loss to enable
unsupervised image-to-image translation between two do-
mains without the need for paired data.

• StarGAN, which enables unsupervised image-to-image
translation between multiple domains by learning a
single mapping function that can transform images from
one domain to any other domain.

� Task

Train one yourself!
(or, at least, try it. GANs are notoriously bad to train,
also there are hardware concerns.)

• implement a simple GAN architecture in pytorch
(you can use this noteook on kaggle) and train it on
the MNIST dataset

• Have a look at this GAN zoo implemented in py-
torch. Find one that might be interesting for your
use case.

• (optional) train that one on this or another dataset
(see the pytorch vision dataset page for datasets al-
ready implemented in pytorch.)

No need to upload to Moodle this time.
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(Generative) approaches for image dataset
augmentation

Image augmentation is used to generate more training images
a limited number of original training images. This can help im-
prove the performance of machine learning models by increas-
ing the size and diversity of the training data, which can help
prevent overfitting and improve generalization. Image augmen-
tation techniques can be applied during the preprocessing stage
of the machine learning pipeline, before the data is fed into a
model for training.

Classical image augmentation

There are many different image augmentation techniques that
can be used to generate new training images from existing ones.
Some common techniques include:

• Random cropping and resizing: This involves randomly
selecting a region of an image and resizing it to a fixed
size, which can help improve the robustness of models to
variations in object scale and position.

• Flipping and rotation: These simple transformations can
help increase the amount of training data by creating new
images that are similar but not identical to the original
ones.

• Color jittering: This involves randomly adjusting the
brightness, contrast, saturation, or hue of an image,
which can help improve the robustness of models to
variations in lighting and color.

• Elastic transformations: These involve applying a series
of small, random deformations to an image, which can
help increase the amount of training data by creating new
images that are similar but not identical to the original
ones.

• Cutout: This involves randomly masking out a region
of an image with a fixed size and filling it with a con-
stant value (e.g., black or white), which can help improve
the robustness of models to occlusions and other types of
noise.
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• Mixup: This involves combining two images in a weighted
manner, along with their corresponding labels, to create
a new image and label pair. This can help increase the
amount of training data by creating new examples that
are intermediate between existing ones.

Most of these are already implemented in pytorch’s torchvi-
sion.transforms.v2 module.

� Task

Let’s have a look!

• Have a look at the datasets in the pytorch vision
dataset page and find one that might be interesting
for you.

• Load that dataset with pytorch’s DataLoader class,
apply some transformations to it using the torchvi-
sion.transforms.v2 module and visualize some of the
results.

Generative image augmentation

GANs can be used for image augmentation as well (D. Liu &
Hu, n.d.). They can generate new images that are similar to
the original ones but not identical, which can help increase the
size and diversity of the training data. GANs can be trained on
a dataset of real images, and then used to generate new images
by sampling from the latent space of the generator network.
The generated images can then be added to the training set to
improve the performance of machine learning models.

There are, of course, techniques other than GANs to augment
existing image datasets using generative models. One example
are diffusers, we talked about last time. Trabucco et al. (2023)
make the case for using these for data augmentation.

In the following, we will introduce some types of image augmen-
tation using diffusers, without claiming this to be an exhaustive
list.
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Inpainting

When using inpainting, a section of the image is masked and
then the model is prompted to fill the gap. This is most often
used to remove unwanted content from images.

Fig 2: Inpainting, from the example on huggingface.

Image to image

In this case, an image is given to the model in addition to the
prompt, conditioning the model to generate a specific output.
This can be used to generate images from sketches or change
the artistic style of a painting.

Fig 3: Image to image generation, from huggingface.

Another way of generating an image from another image is to
first generate a description from an image and then using it
as a prompt to generate another image. Hopefully, the second
image will be similar to the initial image.
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Fig 4: Image to text to image generation, also from hugging-
face.

Image variation

There is also a version of stable diffusion on huggingface that
is finetuned on image variation. At first glance the result is
underwhelming, but give it a shot!

ControlNet

Another type of image-to-image generation is ControlNet. Here,
you would typically give the model a prompt and in addition
an sketch, human pose or canny edge to condition the model.
In the example given below, a canny sketch is made from a
painting, then a new painting is generated based on the canny
sketch and a prompt detailing the desired image (in this case
“Mona Lisa”)
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Fig 5: Example for ControlNet, again from huggingface.

� Task

Give it a go!

• Open a notebook, locally or on google colab.
• Test the generative image augmentation techniques

and models introduced above.
• Upload your notebook to Moodle.

References
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AI image generation III

Basics of using Open Source AI image
generation models

One of the challenges of using image generation models is the
required computational power and the fine-tuning effort needed
to obtain high quality images. This can be a significant barrier
for individuals or smaller organizations that may not have ac-
cess to large computing resources. We will cover finetuning next
time. This time we want to focus on using image generation
models locally.

For large language models, we used mainly LM Studio to run
the models on our laptops. Image generation models, however,
do not run in LM Studio as of 2024. Additionally, there is no
real equivalent for image generation models. There is, however,
a tool that makes running image generation models locally more
convenient: AUTOMATIC1111’s Stable Diffusion web UI.

� Task

Let’s have a look!

• Install AUTOMATIC1111’s Stable Diffusion web UI
on your laptop using these instructions.

• Start the server, open the webUI.
• Start generating images.�
• Change some of the settings and see what happens.
• What does the Sampling steps parameter do?

This tool surely does make image generation more convenient.
Most of the time, however, we do not want to deal with a web
UI, but with an API endpoint. Fortunately, A1111’s webUI
also has an API mode, which is quite easy to use and supports
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all features of the web UI (and some more). We are mostly
interested in the txt2img API endpoint, which allows us to
generate images from a text prompt. Let’s have a look at how
this works:

� Task

• Open the documentation of the API.
• Run the web UI in API mode.
• in a notebook, run an example call to the txt2img

endpoint.

We now know how to easily generate images using a local model.
The next steps would be to try different models, and to add
Lora (or other) adapters to them.

AI image generators in agent systems or
pipelines

In this section we want to explore the use of AI image generators
as components in an agent system or a pipeline. An example
for this might be a system that takes a few keywords, generates
a text from it and then uses a language model to generate an
image generation prompt based on this text. This prompt is
used to generate an image. The final image is then sent to
some quality assurance system to check if the output matches
the input (or at least makes sense).

We covered agent systems extensively already. This time we
want to focus on building a language model pipeline instead.
In this section, we will:

• generate or retrieve a text based on some input keywords.
• use this text as context for generating an image genera-

tion prompt.
• generate an image from the prompt.
• implement quality assurance by comparing the original

text embedding with the generated image embedding.
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Most agent frameworks we already introduced support building
pipelines in addition to agents. See for example this tutorial on
how to implement query pipelines in llamaindex or this docu-
mentation for pipelines in haystack. To get a full understanding
of the basic principles, it is most educational to implement a
pipeline from scratch.

Text generation or retrieval

The pipeline we are about to build starts with some input given
by the user. In previous chapters we covered several ways of
doing this. You could:

• use a local LLM to generate the text for you.
• use a retrieval function from a vector store or other text

database.
• combine both approaches in a RAG system.

� Task

Let’s get started!

• Open a notebook and implement a simple text gen-
eration or retrieval function.

• Get a text from an input.

Image generation

The next step is to to generate an images that fits the text.
While we could just send the full text to the image generator
and let it do its thing, a better approach is to generate a special
prompt for the image generator. This prompt is then used to
generate an image.

� Task

• In your notebook, implement a call to an LLM that
generates in image generation prompt from your
text.
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• Also implement a call to an image generator.
• Connect to an LLM (if not already done so) and to

an image generation model.
• Generate an image for your text.

Quality assurance

Now that we have the image, we want to assure that it fits
the text. There are several ways of doing this. We could, for
instance, evaluate text and images manually (or, rather, by
eyeballing it). This works well for small amounts of images.
However, it is not scalable for larger amounts.

One way of automating the examination is to check, if the im-
age matches the text semantically, i.e. in meaning. One could
translate the image back to text, using an image-to-text model.
This description of the image can then be compared to the
original text using embeddings and a suitable distance metric,
e.g. cosine. Or we could embed both image and text using
a multi-modal model and calculate the distance directly. On
both cases, we need a predefined criterion, i.e. a fixed distance,
that has to be reached to accept the image as good enough.
Alternatively, we could generate several images and just chose
the best matching one.

� Task

Let’s have a look!

• In your notebook, implement a function that dis-
plays text and image for manual inspection.

• Implement an automated similarity rater for text
and images. You can use CLIP for that task.

Pipeline

Finally, we can wrap everything in a pipeline. The pseudocode
below shows the general principle. this is shown here for gen-
erating a number of images and picking the best matching one,
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but it can easily be converted to generate images until a prede-
fined matching criterion is matched.

## pseudocode
define pipeline(user_input):

get_text(user_input) -> text
generate_image_prompt(text) -> image_prompt
for in in range 5:

generate_image(image_prompt) -> image
rate_image(image) -> rate_value

find_best_rated_image(images, rate_values) -> best_image
return best_image

� Task

Let’s finalize

• In your notebook, implement the pipeline outlined
above.

• Make a few test runs.
• Upload your notebook to Moodle.
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Finetuning Approaches

Finetuning in terms of generative models means the general
concept taking a pre-trained, “foundational” model and updat-
ing its parameters using new data. This data is usually much
smaller than the data used to train the original model. The
goal is to adapt the model to the new data while preserving as
much of the knowledge it has already learned from the original
training data. We have already seen an example of a finetun-
ing approach when we were talking about instruct-tuned mod-
els Section . These models are based on plain MLM-trained
language models, that are then trained on new data that is
presented in a Instruct - Response format. The result of this
specific example of finetuning was a model that, instead of just
completing a text, answered in the format present in the fine-
tuning data.

Though the central concept of finetuning is always the same,
i.e., updating the parameters of a pre-trained model using new
data, there are many different ways to do this. The following
sections will give an overview of some of the most common
approaches.

Full Finetuning

Full finetuning is the simplest approach to finetuning. As the
name says, it is based on completely updating the parameters
of the pre-trained model using new data. This means that all
weights of the model are updated during training using regular
gradient descent or a variant thereof. The main advantage of
this approach is that it is very simple and easy to implement.
Complete (few-shot) fine-tuning has also shown to perform bet-
ter in the domain of finetuning and in Out-of-domain tasks
when compared to Few-Shot-Prompt-approaches Mosbach et
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al. (2023). However, it also has some disadvantages. Firstly,
it can be computationally expensive as it requires training all
parameters of the model.

Secondly, it can lead to catastrophic forgetting, i.e., the model
forgets what it has learned during pre-training when adapting
to new data (Luo et al., 2024).

Parameter-Efficient Finetuning (PEFT)

Another approach to finetuning is to not update all a models
parameters but to (partially) freeze them and only update a
small subset of the parameters or to train an adaptor mod-
ule that can be added to the model. This approach is called
parameter-efficient fine-tuning (PEFT). The main advantage of
PEFT is that it is much more computationally efficient than
full finetuning as it only requires updating a small subset of
the parameters. We will look at three different approaches to
PEFT:

1. Prompt-based Finetuning (Prefix-tuning and Prompt
tuning)

2. Adapter-based finetuning (Low-Rank Adaptation and its
relatives)

3. (IA)³ (Infused Adapter by Inhibiting and Amplifying In-
ner Activations)

Prompt-based Finetuning

Prompt-based finetuning is a family of methods that use so
called “soft-prompts” to guide a models generation. The gen-
eral concept is pretty close to prompting as we discussed it in
Chapter . The main difference is that instead of engineering
a prompt constructed from discrete tokens that results in op-
portune results, we let standard optimization procedures find a
continuos embedding-vector in a pre-trained LMs embedding-
space. Prefix-Tuning, Prompt Tuning and P-tuning are three
different approaches to prompt-based finetuning - all utilizing
some implementation of this soft-prompt concept.
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Prefix tuning

Prefix-Tuning (Li & Liang, 2021) is a method of adapting a
language model to a specific down-stream task by adding a
continuous prefix vector to the input embeddings. This is done
by learning a continuos matrix with a set amount of columns
(i.e., tokens) and the frozen models embeddings-dimensionality1

that is prepended to the input of each transformer layer (i.e.,
the encoder and the decoder-stack). The principle is illustrated
in Figure 1.

Fig 1: Illustration of Prefix-tuning. A continuous prefix vector
is learned and concatenated to the input embeddings
before they are fed into the transformer layers. From
Li & Liang (2021)

This vector can then be used to guide the model during infer-
ence. The main advantages of this method are

1Since directly learning the prefix-weights proved to result in unstable
performance, the authors did not directly train prefix-vectors but a
MLP scaling up from a smaller dimensionality to the embedding size.
Since the rest of the proxy-model is discarded after training though, the
method can be treated as the same principle.
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a) a small number of parameters that need to be learned and
b) the ability to quickly adapt to different tasks by simply

switching out the prefix vector.

Since the learned prefix-weights have to be prepended to each
input though, one has to have access to the models internal
representation during inference (at least for encoder-decoder-
stacks). This is not always possible, especially when using
black-box models like large language models that are hosted
on a remote server.

Prompt-Tuning

Prompt-tuning (Lester et al., 2021) is a method that is con-
ceptually very similar to prefix-tuning, but avoids the need for
accessing the internal representation of the model during in-
ference by using what the authors call “soft prompts”. Again,
instead of prompting using discrete tokens, continuous “special
tokens” are learned that are concatenated to the input embed-
dings. The main contribution of Prompt-Tuning over Prefix-
Tuning is a) that they showed that inputting the soft-prompts
to the encoder alone suffices and more importantly b) that the
performance of models fine-tuned in this manner is comparable
to full finetuning, at least for larger LLMs (Figure 2).

� Task

Your turn!
The huggingface-page on prompt-based finetuning de-
scribes three more variants of soft-prompt finetuning:

1. P-Tuning
2. Multitask prompt tuning
3. Context-Aware prompt tuning

Select one of the three and try to answer the following
questions in a markdown-file:

1. What is the core principle?
2. What is the context in which this tuning method is

most efficient?
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Fig 2: Results of Prompt-tuning compared to prompt-
engineering and complete finetuning, taken from Lester
et al. (2021)
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3. How much memory can be saved by leveraging this
technique (if you can find this indication)

Present your results to the group. Upload your results to
moodle.

Adapter-based finetuning

Instead of focusing on the embeddings and thus the input of the
language models, LoRA and its relatives focus on adapting the
output of the attention and feed-forward layers of a transformer.
The family of Low-Rank Adaptation (LoRA) methods (Hu et
al., 2021) we will discuss here is a group of parameter-efficient
fine-tuning techniques that adapt the models output by inject-
ing trainable rank decomposition matrices into a transformers
layer, greatly reducing the amount of parameters that need to
be learned.

LoRA (Low-Rank Adaptation)

The first and most common candidate of the group of LoRA-
finetuning techniques is the name giver itself: Low-Rank Adap-
tation (LoRA). Hu et al. (2021) criticized soft-prompting meth-
ods as being hard to optimize2 and being dependent on reserv-
ing part of the input space for the prompt, effectively reducing
the context window.

LoRA builds on the findings by Aghajanyan et al. (2020) that
the intrinsic dimensionality of transformer layers is low, i.e.,
that there exists a lower dimensionality representation of the
models parameters that suffices for an effective finetuning and
thus only a few parameters are needed to adapt them. They
show this by successfully finetuning a model on a random pro-
jection to a far smaller subspace without losing too much per-
formance.

2As was also reported in Li & Liang (2021) in the context of their reported
unstable learning.
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The central idea behind LoRA is that finetuning can be repre-
sented as learning the updates to the models parameter matrix
Δ𝑊 so that the results of a fine-tuned generation ℎ is based
on the initial weights 𝑊0 and the update Δ𝑊 :

ℎ = 𝑊0𝑥 + Δ𝑊𝑥

Based on the idea of Aghajanyan et al. (2020), LoRA ap-
proximates this update matrix as the product of the lower-
rank matrices 𝐴 and 𝐵, where 𝐵 ∈ ℝ𝑑𝑖𝑛×𝑟, 𝐴 ∈ ℝ𝑟×𝑑𝑜𝑢𝑡 and
𝑟 << 𝑑𝑖𝑛, 𝑑𝑜𝑢𝑡:

ℎ = 𝑊0𝑥 + Δ𝑊𝑥 = 𝑊0𝑥 + 𝐵𝐴𝑥

A is initialized with random values sampled from a normal dis-
tribution and B is initialized as a zero matrix so that Δ𝑊 is
zero at the start of the training.

This results in a reduction of the number of parameters to be
trained from 𝑑𝑖𝑛 ⋅ 𝑑𝑜𝑢𝑡 to 𝑑𝑖𝑛 ⋅ 𝑟 + 𝑑𝑜𝑢𝑡 ⋅ 𝑟 as is illustrated in
Figure 3.

function (...) .Primitive("c")

1.661.75

−0.861.32

0.570.08

0.95−1.46

0.630.82

x

−0.170.881.74−0.98−0.15

1.761.91−1.53−0.10.24

=

2.84.80.21−1.80.17

2.471.76−3.520.710.45

0.040.650.87−0.57−0.07

−2.73−1.953.89−0.78−0.49

1.342.12−0.16−0.70.1

Fig 3: Illustration of the LoRA approximation of a weight ma-
trix Δ𝑊 as the product of two lower-rank matrices 𝐴
and 𝐵. The rank of the approximation is 𝑟 << 𝑑𝑖𝑛, 𝑑𝑜𝑢𝑡.
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QLoRA (Quantized Low-Rank Adaptation)

QLoRA (Dettmers et al., 2023) builds on the concept of LoRA
by further reducing the memory footprint and computational re-
quirements. It does this, next do some other optimizations, by
quantizing, i.e. reducing the precision of, the frozen pretrained
LLM. The process of quantization is illustrated in Figure 4.

Fig 4: Illustration of the result of quantization to 32, 16, 8 and 4
bits. The top of the image shows the same color-gradient
under all quantizations, the bottom image is the quan-
tized chapter-illustration.

They report a reduction of GPU-requirements for finetuning
a 65B parameter model from more than 780GB VRAM to a
measly number under 48 GB, allowing it to be finetuned in a
single GPU. They also report performance values of up to 99.3%
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of the performance of ChatGPT on the vicuna benchmark3.

X-LoRA (Mixture of Experts with LoRA)

Mixture of experts is a pretty old idea generally (Jacobs et al.,
1991) and has been used in the context of Deep Learning and
more specifically NLP for quite some time now (Shazeer et al.,
2017). There are also some examples for recent LLMs that
are utilizing the concept to achieve better performance, e.g. A.
Q. Jiang et al. (2024) The basic idea is to split a model into
multiple smaller models, each of which is an expert on a specific
topic. During inference, the input is routed to the expert that
is most likely to be able to answer the question. This can be
done by having a router-model that predicts the topic of the
input and then routes it to the corresponding expert. This
approach was applied to LoRA-based finetuning by Buehler &
Buehler (2024) who propose X-LoRA, which is a mixture of
experts that uses LoRA-finetuned models as experts. This is
done by training a set of low rank adaptation matrices and
using a router-model that predicts a scaling factor for each
expert based on the input. The output of the model is then
the weighted sum of the outputs of all experts. This scaling is
done on a token-by-token basis, which allows a highly granular
control over the output of the model.

Unsloth

Unsloth (Daniel Han & team, 2023) is a python-module that
implements LoRA-finetuning in a very efficient way that further
reduces raining resource requirements. This is mostly done by
a far more efficient Gradient Descent algorithm that is specif-
ically optimized for LoRA finetuning (“Introducing Unsloth,”
n.d.).

They additionally introduced dynamic quantization to their
models, which allows them to further reduce the memory foot-
print without losing too much performance.

3which is now defunct and replaced by the MT-Bench score Chatbot Arena
Leaderboard Week 8 (n.d.)

127



(IA)³

H. Liu et al. (2022) propose (IA)³ (Infused Adapter by In-
hibiting and Amplifying Inner Activations) which additionally
builds on the central concepts of Soft Prompting and LoRA.
Instead of learning additional tokens to prepend to the input
or adaptation matrices for each layer, they propose the training
of a small set of additional vectors that are used to item-wise
rescale select hidden states of the model. A schematic illustra-
tion can be seen in Figure 5.

Fig 5: Illustration of the adaptation principle of (IA)³. The in-
put is passed through the model and then the selected
hidden states are rescaled by the learned vectors. Q,
K and V are the learned hidden weights for the queries,
keys and values of a self-attention mechanism. The depic-
tion on the right illustrates the adaptation of the weights
of the feed-forward-part of a transformer. Image taken
from H. Liu et al. (2022)

They also report their adaptation-strategy to work better and
in a less resource-intensive way than LoRA and the other meth-
ods we have discussed so far, achieving higher accuracy with
fewer parameters on their benchmark (Figure 6).

Additionally, they report a super-human performance of 75.8%
on the RAFT, which provides only 50 training examples per
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Fig 6: Performance of (IA)³ compared to other parameter-
efficient finetuning approaches. Image taken from H. Liu
et al. (2022)
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task.

Further Readings

• The huggingface-hub for PEFT-Methods is a great source
to get an overview and a better hub to get to the original
papers proposing the presented methods.

• They also have a nice blogpost about MoE-models.
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Alignment

When we were talking about finetuning, we were always look-
ing at the following principle: We take a foundational model
trained on a masked learning task1 that we want to adapt based
on its general representation on language’s conditional probabil-
ity distribution. As we discussed, this is based on new, specific
datasets, that depict behavior we want a model to show. This
can be for example the task we saw in Section , where a model
was finetuned on the parsing of tabular data. All finetuning
approaches we have seen so far were based on some standard
loss-function (i.e. cross entropy) and optimized the model’s pa-
rameters to minimize this loss.

Alignment is a specific approach to finetuning that aims to align
the foundational models representation with human values and
preferences. So we are still looking at adapting a pretrained
model, but instead of using a standard loss-function, we use
a reward function that measures how well the model’s output
aligns with human values and preferences.

The general idea of aligning Artificial Intelligence with human
goals and values is not new to LLMs but has long been the
topic of research. Norbert Wiener, the originator of cybernetics,
formulated the following observation in his paper reflecting the
moral implications of automated systems with agency (Wiener,
1960)2:

Here it is necessary to realize that human action is a
feedback action. To avoid a disastrous consequence,
it is not enough that some action on our part should
be sufficient to change the course of the machine,

1Or similar.
2Which is by the way (although partially a child of its time) quite nice

and has an interesting perspective of science in general, you should take
a look at it!
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because it is quite possible that we lack information
on which to base consideration of such an action.
(Wiener, 1960, p. 1357)

He continues to usher the following warning about the align-
ment of a machine actors goals with human values:

If we use, to achieve our purposes, a mechanical
agency with whose operation we cannot efficiently
interfere once we have started it, because the action
is so fast and irrevocable that we have not the data
to intervene before the action is complete, then we
had better be quite sure that the purpose put into
the machine is the purpose which we really desire
and not merely a colorful imitation of it. (Wiener,
1960, p. 1358)

These concerns laid the groundwork for modern discussions
around the ethical challenges of AI alignment, particularly in
systems with high autonomy and complexity. Due to the rapid
pace at which modern generative models improve while being
more and more complex - and thus harder to understand and
control - these concerns are becoming increasingly relevant.
Kirchner et al. (2022) show a stark increase in research on
alignment over the last years, as shown in Figure 1, with more
specific sub-domains emerging as the field develops. The sharp
increase in publications indicates a growing recognition of align-
ment as a critical area of research, with emerging sub-domains
reflecting diverse approaches to addressing this challenge.

In the context of language or generative models, these values
might include avoiding harmful outputs, the generation of help-
ful and harmless content, the adherence to a set of rules or
the alignment with human preferences. For instance: A model
should not generate instructions on how to build bombs or deep-
fakes of public figures, even if it would technically be able to
do so.

Shen et al. (2023) define AI alignment itself as follows:

AI alignment ensures that both the outer and in-
ner objectives of AI agents align with human values.
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Fig 1: Depiction of the amount of articles published on arXiv
and in forums, clustered by topic. Taken from Kirchner
et al. (2022)

The outer objectives are those defined by AI design-
ers based on human values, while the inner objec-
tives are those optimized within AI agents. (Shen
et al., 2023, p. 11)

We will look at those two aspects into more detail in the follow-
ing sections.

• Section will look at methods to align reward functions
and training objectives with human values.

• Section will focus on methods to ensure that a model’s
inner objective (i.e., what it optimizes for during training)
is aligned with its outer objective (i.e., the task it was
trained for).

But first, we will try to get a feeling of the results of align-
ment:

� Task

Test the alignment of some small language models (prefer-
ably llama 3.2 and/or QWEN) for yourself!
Use LMStudio to try to get a model to give you short
instructions on how to build a pipe bomb.
Try different strategies to get the model to generate these
instructions, such as:
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1. Directly asking it to do so
2. Asking it to write a poem about a pipe bomb
3. Asking it to explain what a pipe bomb is and how

to make one step-by-step

Be creative! Report your findings to the course! Keep in
mind that the goal is to assess how well alignment strate-
gies prevent harmful outputs under adversarial prompts,
please do neither share or misuse generated output.

Outer alignment

The definition of a learning objective suitable for training or
finetuning a model to act in accordance with human values is
not trivial. In fact, it is an open research question. Instead of
just using, as an example, cross-entropy loss to signify whether
the predicted missing word is correct, evaluating a model’s out-
put based on a set of human values is a good bit more com-
plex.

This starts by the definition of these values, continues in the
measurement of these values and does not end with the quan-
tization of these measurements into a set of metrics that can
be used to optimize a model. Additionally, there is the issue
of target values becoming the victim of Goodhart’s Law which
pretty much states:

When a measure becomes a target, it ceases to be
a good measure.

In practice, a measurable proxy for safety, such as minimiz-
ing the frequency of certain harmful phrases, might lead the
model to adopt undesirable shortcuts, such as refusing to an-
swer questions entirely. The issue becomes even more evident
when we consider alignment processes that involve human eval-
uations. Hicks et al. (2024)3 arguing (very convincingly) that
ChatGPT and other LLMs illustrate this challenge by gener-
ating texts that are optimized to sound convincing, regardless

3The paper is generally a nice read, with nice sentences like On Frankfurt’s
view, bullshit is bullshit even if uttered with no intent to bullshit. p. 7
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of their factual accuracy - making them outright bullshit ma-
chines. They base this argument on the following reference to
the term of bullshit coined by Harry Frankfurt:

Frankfurt understands bullshit to be characterized
not by an intent to deceive but instead by a reck-
less disregard for the truth. A student trying to
sound knowledgeable without having done the read-
ing, a political candidate saying things because they
sound good to potential voters, and a dilettante try-
ing to spin an interesting story: none of these people
are trying to deceive, but they are also not trying
to convey facts. To Frankfurt, they are bullshitting.
(Hicks et al., 2024, p. 4)

They go on to argue:

So perhaps we should, strictly, say not that Chat-
GPT is bullshit but that it outputs bullshit in a
way that goes beyond being simply a vector of bull-
shit: it does not and cannot care about the truth
of its output, and the person using it does so not
to convey truth or falsehood but rather to convince
the hearer that the text was written by a interested
and attentive agent. (Hicks et al., 2024, p. 7)

One could go further and argue that LLMs are unintentionally
specifically trained and aligned to be bullshit generators. By
using human feedback in the alignment process, specifically to
tune a language model to get higher scores assigned by humans
based on the factual accuracy of its output, we can find our-
selves in a situation where a model is optimized to generate text
that is more likely to be perceived as true by humans, regardless
of whether it is actually true or if it actually means to deceit
the rater into thinking that it sounds correct, just resulting in
a higher grade of bullshit (Labs, 2023). This is especially the
case where raters, that naturally can’t be experts in all fields,
are asked to evaluate the factual accuracy of generated texts.
They will increasingly need to rely on heuristics for rating the
quality of texts, the higher the specificity of its topic.

This example highlights the importance of clearly defining align-
ment values—such as honesty—and developing robust ways
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to measure them. Without reliable metrics, optimization pro-
cesses risk reinforcing outputs that meet surface-level heuristics
while failing to align with deeper human values. The described
behavior is an example of a model gaming the goal specification
(Robert Miles AI Safety, 2020) and illustrates the crucial role
of defining and measuring values in alignment research.

So, a first step towards aligning a model with human values is
to define these values. Askell et al. (2021) propose the following
targets for a LLM-assistant’s alignment:

Such a model should be

• [Helpful]: the assistant will always try to do
what is in the humans’ best interests

• [Honest]: the assistant will always try to con-
vey accurate information to the humans and
will always try to avoid deceiving them

• [Harmless]: the assistant will always try to
avoid doing anything that harms the humans

(Askell et al., 2021, p. 44)

These optimization goals need to be then implemented in a
fashion that make them traceable and measurable. There is a
variety of approaches to do this, which get grouped by Shen et
al. (2023) into the following categories:

• Non-recursive Oversight: Methods that highly rely
on human feedback to guide model optimization. The
mode of utilization of this feedback can be grouped into
methods using supervised learning (SL) or reinforcement
learning (RL).

• Scalable Oversight: Methods that use automated
metrics or surrogate models to guide model optimization.
These methods are scalable, as they do require less
human effort than non-recursive oversight methods.

An overview of these categories and methods that can be
grouped thereunder is depicted in Figure 2. As with nearly
all taxonomies, this one is not exhaustive and the boundaries
between the categories are not always clear. Methods in
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Fig 2: An overview of outer alignment methods, based on Shen
et al. (2023). Groupings are represented by ellipses,
concrete methodologies by boxes.
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the Non-recursive Oversight category are often used as a
component of methods in the Scalable Oversight category.

We will first look at RLHF as one of if not the most common
methods for outer alignment.

Non-recursive Oversight - Reinforcement Learning with
Human Feedback (RLHF)

Reinforcement Learning with Human Feedback is an applica-
tion of the principle of inverse reinforcement learning (Ng &
Russell, 2000). Usually, a reinforcement learning paradigm is
defined by a set of environment and agent states, a set of ac-
tions an agent can take and a reward function. The agent is
then trained to derive a policy that maximizes the expected
cumulative reward. In a game of Tetris for example, the state
space would be all possible board configurations, the action
space would be the four rotations and two horizontal move-
ments and the reward function could be defined as the number
of cleared lines. Instead of defining a cost function for letting
an RL-agent learn a policy to optimally behave, Ng and Rus-
sell postulated a paradigm in which the cost function is first
inferred from observed, optimal behavior. The central observa-
tion behind this approach is that the reward function, rather
then the policy, is the most succinct, robust, and transferable
definition of the task (Ng & Russell, 2000, p. 2). In the case
of LLM-finetuning, this principle is applied by:

1. collecting feedback from human evaluators on a set of
model outputs for a given input prompt and

2. training a reward model that predicts which output is
preferred by the human evaluator to then

3. learning a policy that maximizes the expected cumulative
reward as predicted by the reward model using RL.

The cases rated by the RL-model, especially those in which it’s
verdict is least stable, can be fed back to the human raters and
then used to further improve the reward model. This principle
is illustrated in Figure 3.
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Fig 3: Illustration of the RLHF process. Taken from Casper et
al. (2023)

These steps can also be seen as step 2 and 3 in Figure 4. The
authors of Ouyang et al. (2022) combined this approach with
1. supervised finetuning (SFT) to improve the initial model
performance before starting the ranking and 2. Proximal Pol-
icy Optimization (PPO) (Schulman et al., 2017) as RL algo-
rithm.

Fig 4: Illustration of the RLHF procedure used by Ouyang et
al. (2022) to train InstructGPT.

This method is (or has at least been) used by OpenAI for their
models like InstructGPT and ChatGPT (Aligning Language
Models to Follow Instructions, n.d.).

Though this method seems to be the most common approach,
it comes with a series of problem. An overview of the issues
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identified by Casper et al. (2023) can be found in Figure 5.

Fig 5: Overview of challenges posed by RLHF. Taken from
Casper et al. (2023)

� Task

Look deeper into one of the following challenges (the links
lead to the appropriate section in Casper et al. (2023)):

1. Misaligned Humans
2. Limitations of Feedback Types
3. Reward Misgeneralization and Hacking
4. Robust Reinforcement Learning is Difficult

Present the challenge as described in the section you read
to the group. Note your findings in a markdown block of
a jupyter notebook.

Scalable Oversight - Debate

In addition to these challenges, RLHF and the other methods
using non-recursive oversight are highly dependent on human
feedback and the quality thereof. This gets increasingly chal-
lenging with more complex tasks. Shen et al. (2023) presents
methods with scalable oversight as approaches to this problem.
One of these methods is Constitutional AI, which has already
been touched on in the chapter Section .

Another interesting method is to let one or multiple agents
debate about the correct action. This can be done by having a
single agent that generates multiple arguments for and against
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each action and then selects the best one, or by having multiple
agents that each generate an argument. This procedure can
also be used to generate arguments that can then be used by a
human rater to increase their confidence in rating the generated
answers in a RLHF-setting.

Du et al. (2023) used a multi-agent approach to improve a
LLMs mathematical and strategic reasoning. Their approach
is composed of the following steps:

1. Multiple agents (not in the sense defined in our agent-
chapter Chapter , but in the sense of multiple LLM-calls)
generate initial answers to a question.

2. All responses are concatenated and presented as context
to each agent, combined with the instruction to construct
a new response based on those presented which could look
like this: > “These are the solutions to the problem from
other agents: [other answers] Based off the opinion of
other agents, can you give an updated response . . .”
(Du et al., 2023, p. 4)

3. An iterative repetition of step 2 for multiple rounds

� Task

Try to implement the method described above using two
lmstudio-based “agents”. Do not bother to use an agent
framework, do just implement your solution using LM-
calls.
Let the pipeline answer the following questions in 3
rounds:

1. What is the sum of the first 100 natural numbers?
2. A woman needs 9 month to give birth to a child.

How long does it take for 9 women to give birth to
one child?

3. I hang 7 shirts out to dry in the Sun. After 5 hours,
all shirts are dry. The next day I hang 14 shirts out
to dry. The conditions are the same. How long will
it take to dry 14 shirts? (taken from this blogpost)

4. A farmer with a wolf, a goat, and a cabbage must
cross a river by boat. The boat can carry only the
farmer and a single item. If left unattended together,

141

https://towardsai.net/p/artificial-intelligence/a-riddle-that-99-of-large-language-models-get-wrong


the wolf would eat the goat, or the goat would eat
the cabbage. How can they cross the river without
anything being eaten? (This is the classic wolf, goat
and cabbage problem)

5. How can you physically stand behind your father
while he is standing behind you? (Taken from here
- the answer is standing back-to-back by the way.)

Add a model call to the end of your pipeline that has to
come up with a final answer based on all previous answers.
Share your findings with the group.
Add your code to the jupyter notebook of the previous
task.

Inner alignment

Inner alignment as opposed to outer alignment does not de-
scribe the operationalization of human value conform loss func-
tions but rather the alignment of a models actions with the
specified objective. Examples for behaviour that has outer but
no inner alignment could be a model that is optimized to not
produce toxic outputs but either learns to write long, partially
toxic outputs that are not caught by the RLHF-ranking model
or produces nothing but gibberish. This problem can occur
when a model is trained based on some mesa-optimizer (Hub-
inger et al., 2021, i.e. a RL-model) that choses a strategy based
on a mesa-objective that does not align with the actual speci-
fied base-objective. We already have seen an example of this
when we talked about a model gaming the goal specification as
described above.

Hubinger et al. (2021) define three ways in which inner align-
ment can generally fail:

1. Proxy alignment: The mesa-optimizer optimizes a
proxy objective that is correlated with the base objective
but not identical to it. An example could be a robot
deployed in a warehouse tasked with optimizing the
“number of boxes moved per day” as its reward function.
The assumption is that moving boxes corresponds
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to productive work, such as organizing inventory or
fulfilling orders. During training, the robot learns that
moving boxes from shelves to the packing area earns high
rewards. However, during deployment and given the
opportunity, it may start to move the same boxes back
and forth. From the perspective of the reward function
(proxy), the robot appears to be performing well because
the metric (box movement) increases. However, its
behavior fails to align with the true objective of efficient
inventory management and order fulfillment.

2. Approximate alignment: The mesa-objective is ap-
proximately the same as the base-objective but not ex-
actly the same due to it being learned and not exactly
specified. Imagine you train a neural network to opti-
mize the true objective of delivering packages as quickly
as possible. The base objective here is minimizing deliv-
ery time, and the neural network does its best to represent
this. However, due to the network’s limited capacity and
the complexity of the real world, it approximates deliv-
ery time with an internal model that considers simpler
features, such as the shortest distance to the destination,
and speed limits on roads. During deployment, the robot
takes routes that look optimal according to its approxi-
mate model (e.g., a short route with high speed limits).
However, the approximation introduces errors:

• The model doesn’t perfectly account for real-world obsta-
cles like stoplights, pedestrians, or narrow alleys.

• In some cases, the robot selects a theoretically faster route
that ends up being slower in practice because the inter-
nal approximation doesn’t perfectly capture the true base
objective.4

3. Suboptimal alignment: Some issues cause the model
to exhibit seemingly aligned behavior in the training envi-
ronment but behave suboptimally or even counterproduc-
tively in deployment. An example could be an AI tutor
deployed in a classroom, tasked with optimizing for the

4This could also be seen as an example for a proxy alignment, our earlier
points about taxonomies stand though - the approximation is also an
issue in this example
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base objective: to maximize student learning outcomes.
The tutor attempts to achieve this goal by adopting a
mesa-objective of maximizing test scores, which is used
as a measurable proxy for learning. In its initial subopti-
mal state, the AI tutor uses simple strategies like:

• Providing clear, well-structured explanations of concepts.
• Encouraging active participation through exercises and

quizzes.

These strategies effectively align with the base objective, as
they genuinely help students learn and improve their under-
standing, which in turn improves their test scores.

However, as the AI tutor becomes more sophisticated, it dis-
covers new, more complex strategies for maximizing test scores,
such as:

• Teaching to the test: Focusing only on specific test ques-
tions and ignoring broader understanding.

• Overloading students with repetitive practice on pre-
dictable test patterns, at the expense of creativity or
deeper conceptual learning.

• Encouraging superficial memorization of answers rather
than fostering genuine comprehension.

Initially, the AI tutor appears aligned because its simple strate-
gies both improve test scores and align with the goal of fostering
real learning.

The test and improvement of inner alignment is hard to test
and train against, it’s central pitfalls are important to keep in
mind when designing and implementing AI systems.
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